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ABSTRACT 

THE EFFECTS OF TIME PRESSURE AND INTERRUPTtONS ON 

TEAM EXTERNAL ACQUISITION OF WORK ROUTINES 

Teams perfom many tasks using routines. Routines have been shown to persist 

even in the face of environmental changes negating their effectiveness. However, we 

know very LittIe about when, why and how teams acquire new routines, or how contextual 

factors affect teams' acquisition of routines from outside their boundaries. Practitioners 

and theorists assume that such acquisition is important for team performance maintenance 

and improvement Addressing these issues in my dissertation, I ask the question: Do time 

pressure and interruptions - two team contextual factors -- affect team external 

acquisition of work routines? I focus on external acquisition of routines and address gaps 

in the routines, knowledge management, and team boundary-spanning literatures with this 

research question. 

I develop hypotheses concerning time pressure and intemptions as antecedents to 

team acquisition of routines. Specifically, I hypothesize that time pressure will reduce the 

likelihood that teams engage in external acquisition of routines, and that interruptions 

increase the likelihood that teams engage in external acquisition of routines. In addition, I 

posit that anticipation may moderate the relationship between interruptions and external 

acquisition of routines. A field study method is used, and I sample teams from 

pharmaceutical and medical products organizations. Routines were operationalked as 

team-level work practices, and information concerning them was collected firom team 
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leaders. Team members provided information on time pressure, iafonnation, and control 

variables. Hypotheses were tested using Probit regression. 

Results concerning time pressure were equivocal. No negative relationships were 

found, and some evidence was found for a positive relationship between time pressure and 

external adoption of routines. The hypotheses conceming interruptions were supported. 

Teams experiencing more interruptions were more Likely to both search outside their 

boundaries for new routines and to adopt routines from extemal sources. No support was 

found for a moderating effect of anticipation. 

These results have implications for team routines theory, organizational learning 

theory and team boundary-spanning theory. Most specifically, they suggest the importance 

of including variables concerning triggers to activities within teams in these theories. 

Also, this study extends the team routines literature and the team boundary-spanning 

literature by providing an empirical study of ongoing work teams embedded in 

organizations. 



CHAPTER ONE 

INTRODUCTION & BACKGROUND 

1.0 I[NTRODU@TION 

For a host of reasons including increasing globalization and advances in 

technology, organizations today face increasingly dynamic environments. In part as a 

response to these environmental changes, many organizations have adopted streamlined 

hierarchies that increase the use of teams in daily operations. Indeed, the use of teams has 

increased dramatically in organizations over the past twenty years (Guzzo, 1982; 

Morhman, Cohen & Mohrman. 1995; Osterman, 1995; Thompson, Peterson & Brodt, 

1996; Wageman, 1995). As a result, teams perform many organizational tasks and 

functions. In doing so, they commonly use routines and standard operating procedures. 

Often these persist even in the face of environmental changes negating their effectiveness. 

At the same time, teams operating in these environments are often under tremendous time 

pressure, and typically face changing demands which may include interruptions to their 

tasks, goals. or plans. 

Furthermore, in xnany organizations it is common to have multiple teams in 

dispersed geographical locations performing the same or highly similar tasks. It is quite 

likely that innovative routines are developed in these dispersed teams. These routines are a 

form of procedural knowledge in that they concern how to do things. The recognition that 

knowledge is commonly created in sub-units of large organizations, and that this 

knowledge may be beneficial to other units has fueled increasing interest in knowledge 
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transfer by both researchers and practitioners. Despite this increased interest, very little is 

known about when, why and how teams acquire new routines, or how contextual factors 

affect teams' acquisition of routines from outside their boundaries. Practitioners and 

theorists assume that such acquisition is important for performance maintenance and 

improvement. Addressing these issues in my dissertation, I ask the question: Do time 

pressure and interruptions - two commonly occurring team contextual factors - affect 

team external acquisition of work routines? I focus on external acquisition of routines and 

address gaps in the routines. knowledge management, and team boundary-spanning 

literatures. This research extends current research on group routines. knowledge transfer 

and team boundary-spanning activities. 

The structure of this manuscript is as follows. In the remainder of Chapter One, I 

provide a brief overview of conceptual d e f ~ t i o n s  and the gaps L address in the Literature. I 

then present my hypotheses in Chapter Two. Chapter Three details the design and 

methods of the study. Chapter Four describes the analysis plan, with results of the 

analyses presented in Chapter Five. Finally, I address the theoretical and practical 

contributions of my findings, as well as limitations. and suggest directions for future 

research in Chapter Six. 

1.1 DEFINITIONS AND LITERATURE REVIEW 

Three theoretical domains contribute to the motivation of my research question. 

These streams are (I )  research on routines; (2) research on organizational leaming and 

knowledge management; and (3) research on the external activities of teams. Considerable 
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attention has been given to routines in organizational behavior theory. The routines 

literature provides important background information for the conceptuai definition of my 

dependent variable. as well as direct evidence concerning development and changes in 

team-level routines. As noted earlier, routines are a form of procedural knowledge. The 

organizational learning and knowledge management areas directly concern the 

development and transfer of knowledge within and between organizations. This literature 

provides information concerning forms of knowledge and processes of acquisition. 

Finally the team boundary spanning Literature is included because it provides information 

concerning the importance of boundary spanning activities in teams and the types of 

boundary spanning activities teams might engage in. Each of these literatures is addressed 

in the following sections, beginning with routines. 

1.1.1 Routines 

The view that behavior in organizations is often guided by routines is widespread at 

both the individual and organizational level of analysis. Indeed, some authors argue that 

most activities in organizations follow routines and cognitive scripts (e.g. Louis & Sutton, 

199 1 ; Weiss & Ilgen, 1985). A growing body of Literatwe also suggests that grou~s' 

quickly develop routines and that these routines are persistent (e-g. Dougherty, 1992; 

Gersick, 1988,1989; Genick & Hackman, 1990; Hackman & Morris, 1976; Kelly & 

McGrath, 1985). Persistence also deepens over time. For example, the longer a decision 

' Following Ancona (1990) h tenn group here is used interchangeably with team. in using the term team. I 
make reference to individuals who see themselves as a group, are seen by others in the organization as a 
group and work interdepcdently to achieve tasks designated by the organization (Ancona. 19% Ancona, 
1987: Hackman & Moms. 1975). 



making group is together, the less the group experiments with new ways to do things 

(Ancona, 1989). 

Routines prove hctional for groups by reducing uncertainty, and save time by 

eliminating the need to deliberate over appropriate action - thereby improving efficiency 

(e-g. Alison, 1971; Cyert & March, 1963). Routines also contribute to members' comfort 

within a group (Gersick & Hackman, 1990). Without routines, organizations would not be 

efficient structures for collective action (March & Simon, 1958; Stinchcornbe, 1990). 

However, routines may also have dysbctional consequences. They may reduce 

the likelihood of innovation, and they may result in performance decrements if applied in 

situations that have changed (Gersick & Hackman, 1990). A routine may be functional for 

a time, but if a performance circumstance changes its continued use may result in 

undesirable outcomes (e-g. Langer, 1989). Furthermore, in the same way decision-makers 

have been demonstrated to "satisfice" (March & Simon, 1958) -which causes teams to 

settle for the first acceptable solution as opposed to the optimal solution, and "to use 

existing repertoires of performance programs whenever possible rather than developing 

novel responses" (Scott, 1992: 104) - initially developed routines may be satisfactory but 

not optimal. If this is the case, maintaining a routine even under stable conditions may 

limit a team's performaace. Additional evidence for the potentidy negative consequences 

of routine action is found in executive team research. For example, over time habit, 

standard operating procedures and institutionalization drive out vigilant problem solving in 

many top management teams (Louis & Sutton, 1989; Virany, Tushman & Romaaelli, 
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1992). Theretbre, since routines can have both positive and negative consequences. they 

have been described as a "double-edged sword" (Cohen & B a c d a y ~  1994). 

While there is agreement that teams quickly establish persistent routines and that it 

may be important for teams to change their established routines, there is little research 

examining what causes groups to deviate from existing routines and acquire new routines. 

Gersick's work (Gersick, 1988: 1989; Genick & Hackman, 1990) is a notable exception. 

Genick and Hackman (1990, pp. 83-92) theorize that the folIowing events may trigger 

teams to change their routines: (I) encountering novelty; (2) experiencing failure; reaching 

a milestone; (3) receiving an intervention; (4) coping with a structural change: (5) 

redesign of the task; or (6) changes in authority. Gerick (1988, 1989) provided empirical 

evidence that routines established at the start of task performance guided behavior until a 

team experienced a major transition prompted by the midpoint of their allotted time. An 

externally set deadline triggered changes in routinized behavior. When teams realized that 

half their time had expired, it triggered a flurry of activity, a rethinking of work processes, 

and significant changes in the way work proceeded until the deadline. The midpoint 

transition apparently opened a window of opportunity for active cognitive processing 

concerning the arrangement of work activities. Other than Gersick's work, there is no 

empirical evidence directly conceming triggers to change in team routines. Furthermore, 

Gersick's studies concerned changes to routines developed inside the team's boundaries, 

not the external acquisition of routines. 

My research addresses a gap in empirical evidence conceming changes in team- 

level routines by specifically examining how two contextual variables, time pressure and 
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interruptions, may affect team acquisition of new routines. Before turning to additional 

background literature. it is important to cIarify the central construct in my research: 

routines. Therefore, 1 will provide a brief discussion of this consuuct in the following 

paragraphs. 

Routines and related construed are pervasive in the organizational behavior and 

organizational theory literatures (Ashforth & Fried. 1988; Betsc h, Fiedler, & Brinkman, 

1998; Feldman, 1989; Gersick & Hackman. 1990; Levitt & March, 1988: March & 

Simon, 1958; Miner, 199 1, 1996; Nelson & Winter, 1982; Pentland & Reuter, 199k 

Simon, 1947; Weick, 1992. 1993; Weiss & Ilgen. 1985; Winter, 1996). Table One lists 

definitions for routines fiom these theorists. Several characteristics occur across 

definitions. and these can k summarized as: (1) routines involve behaviors. and they 

concern processes and "actionT' in organizations; (2) routines are sets of behaviors and 

must involve more than a single behavior. (3) routines involve collective action and 

coordination. Linking either multiple actors or multiple behaviors within a single actor or 

across several actors; and (4) routines occur more than once in response to a given stimulus 

situation. Pentland and Reuter (1994: 492) shed further Light on what is meant by a 

routine: "One might substitute the Less value laden term 'process' for the ambiguous term 

'routine'." Furthermore. many definitions do not suggest that a routine must be invoked 

every time the stimulus condition is present, rather most argue that a routine must be 

enacted frequently and regularly. Again, Pentland and Reuter (1994: 492) illuminate this 

idea: "Processes [routines] can be more or less automatic, embody more or less variety, 
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search and so on." Still others suggest that "establishing a routine in memory requires 

neither performance of the behavior nor that the associated situation has ever been actually 

encountered (Betsch. Fielder & Brinkmm, 1998: 863). Betsch et al. provide the example 

that if you notice your neighbor's house burning, the idea to call the fie department might 

immediately pop into your mind - a routine of action - even if it is the first time you have 

ever encountered the situation. In such a case, the routine has been acquired by 

communication or observation. not direct experience. 

In addition to a d e f ~ t i o n  of routines, Nelson and Winter (1982: 14-16) also 

provide several examples of what is meant by routines. These examples are useful to 

further illustrate what is meant by the concept of routine. Nelson and Winter suggest that 

routines range from well-specified technical processes for producing things, through 

procedures for hiring and firing, or ordering new inventory. to policies for research and 

development. Based on these inquiries, my working defmition of routine is: Routines are 

patterns of coordinated behaviors ?hut are repeatable, enduring and ofen regularly 

occurring. 

In summary. routines are pervasive in organizational behavior. While routines are 

ubiquitous phenomena in organizations, comparatively little empirical research has been 

conducted on team-level routines. This is problematic given the dramatic increase in the 

use of teams in organizations over the past two decades. We do have evidence that teams 

quickly develop routines and once developed, these routines persist. Yet, very little is 

known about when or why teams change their routines. Understanding facilitators and 

' e.g. Standard Operating Pmcui\uts (Cyen & Match. 1963); Operating Chiuactctistics (Nelson & Wntcr, 



impediments to changes in routines is important because the persistence of routines may 

have dysfunctional consequences for groups and the organizations they serve. I address 

this gap by examining how two contextual variables affect teams' external acquisition of 

routines. In the next section I detail areas of the organizational learning and knowledge 

management Literature addressed in my research. I also draw on these literatures for 

additional construct definitions and clarif~cation of the acquisition process. 

1.1.2 Oreanizational Learninn and Knowledne Transfer 

A recently growing emphasis within the organizational Learning and knowledge 

management literatures is the conscious identification and transfer of organizational 

knowledge. One type of knowledge commonly addressed is routines. This focus is 

concurrent with the emergence of the view ofthe firm as knowledge-based, and the 

parallel idea that competitive advantage is built around howledge and competencies (e.g. 

Comer, 199 1; Comer & Prahalad, 1996; Kogut & Zander, 1992,1996). Proponents of 

the knowledge-based view of the firm argue that by identifying and transferring critical or 

innovative knowledge within the organization, fmns avoid redundancies in which multiple 

units start fioom the ground up solving the same problems (Nonaka & Takeuchi, 1995). 

These activities also enhance firms' appropriation of rents from internally generated 

knowledge capital (Szulanski, 1996). Numerous iwfficiencies may be avoided if critical 

knowledge is identified within the organization, codified, and transferred to points where it 

can be utilized. A poignant example of such inefficiency was provided by a team member 

in an interview I conducted while exploring my dissertation topic: 

1982); Scripts (Gioia & Manz, 1985); Habits; Skills. 



"The other day at lunch, I was talking to this guy - we just happened to be sitting 
at the same table at lunch - and [name] was there, who heads up [product] and 
[product] and so they were talking and he  said -they were talking about a 
particular study they were doing - and he said, 'Oh! Gosh, we should coordinate 
that because I'm doing the same study!' We found out that we had three different 
teams on thisfloor doing the same study. So we paid for it three separate times. 
We've learned it three different times. And so just, so that just opened up the 
discussion of, you know, what we need are interdepartmental, ah, there needs to be 
somebody who takes charge of 'Hey, you know what? product] is doing this: 
and [product] is in the same market so then they need to share. Remember to share 
their information with [product].' But we missed, you know we were talking about 
how many opporhmities we missed, just like thatc" 

Ruggles (1998) reported the results of a survey of 43 1 organizations and found that only 

thirteen percent of the executives responding thought they were doing well at transferring 

knowledge fiom one part of the organhtion to other parts. The interview excerpt and 

survey findings illustrate that practitioners as well as researchers have become increasingly 

attentive to the importance of knowledge transfer. The importance of knowledge transfer 

has also been emphasized in the organizational learning Literature (e.g. Eppie, Atgote, & 

Devadas, 199 1). Indeed, Hedlund (1994) and Hedund and Nonaka (1993) identify the 

transfer of knowledge as a crucial part of organizational learning. 

There are multiple aspects to what is referred to as "knowledge management." This 

term is ill-defined, and as one author notes is a term which has been used by practitioners 

to "describe everything fkom organizational learning efforts to database management tools" 

(Ruggles, 1998: 80). Despite this vaxiety in use, knowledge management in the 

organizational theory literature typically consists of howledge generation and knowledge , 

transfer. While knowledge generation is considered a critical element of organizational 

success (e.g. Nonalra & Takeuchi, 1995), I limit my focus here to knowledge acquisition. 

As I identified in the previous section, the specifif type of knowledge I am examining 
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takes the form of routines. The organizational learning literature uses the term "procedural 

knowledge" to identify knowledge about methods of work or "how things are doney' 

(Cohen & Bacdayan, 1994; Huber, 1991). Procedural knowledge involves skills and 

routines, in contrast to declarative knowledge that concerns facts and events @doorman & 

Miner, 1998). Given this distinction, I consider routines to be a type of procedural 

knowledge and as such will draw upon reasoning and empirical evidence presented in the 

organizational leaming Iiteratrve to develop the hypotheses in the next chapter. I also 

assume that teams are sources of new procedural knowledge within organizations. 

The organizational learning Literature broadly suggests that knowledge (here 

routines/procedural knowledge) may be developed inside an organization or sub-unit, or 

they may be imported from external sources (e.g. Bierly & Chakrabarti. 1996; Huber. 

1992). Huber (1992) identifies several specific mechanisms for knowledge acquisition: 

(I)  congenital leaming; (2) experiential leaming; (3) vicarious leaming; (4) grafting; and 

(5) searching. These mechanisms can be classified as internal or external. Internal 

knowledge acquisition involves generation of knowledge inside an organizational unit; 

external knowledge acquisition involves generation outside the unit. Congenital learning, 

experiential learning and grafting are internal sources of routines. while vicarious learning 

and searching are external sources of routines. Congenital leaming evolves from members 

present at the foundation. Experiential learning emerges from current members learning 

by doing, and grafting involves the addition of an organization or member who has 

knowledge the focal unit desires. Alternatively, search and vicarious leaming are 

mechanisms for importing external procedural knowledge. Search involves an intentional 



process designed to locate new knowledge. Vicarious learning involves copying 

knowledge from an external source. In other words, a team learns vicariously if it Ieams a 

new routine from the behavior and consequences experienced by another team. rather than 

from its own performance attempts (Gioia & Manz. 1985). In this study 1 focus only on 

these last two means of knowledge acquisition: external search and vicarious learning 

(adoption from external sources), therefore my emphasis is on the external acquisition of 

routines. 

Given that knowiedge acquisition is a feature of knowledge transfer, it is 

important to fiuther clarify the knowledge transfer process. Szulanski (1996:3) defines 

transfer as "a dyadic exchange of knowledge already in use between a source and a 

recipient sub-unit." In other words, transfer involves both the "supply" of knowledge and 

the "demand" for knowledge. However, Szulanski's definition does not account for the 

role of third parties in transfer. Supply comes from the unit where the knowledge has been 

generated. Supply is the source of the transferred knowledge. While Szulanski identifies 

the other dyadic party as the recipient, the impetus for the transfer may come fiom other 

sources (and indeed in his research it appears to). For example, demand may come fiom a 

third party,-such as management, who identi@ a source of knowledge and determine that it 

prescriptively ought to be transferred to other parts of the organization. While not 

explicitly discussed in many existing studies, this implicitly appears to be the most 

commonly studied type of transfer eveat. Alternatively, transfer could be initiated &om 

within a given organhtional unit, in my research this unit is the tearn. This type of 

transfer event would involve a "demandn driven transfer. Teams initiating the transfer are 
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involved in boundary-spanning activities - which 1 consider in more detail in the find 

section of this chapter. Given these conceptual clarifications, I now turn to the specific 

gaps I address within the organizational learning and knowledge transfer literatures. 

I focus only on the external acquisition of routines because I want to address 

knowledge transfer and team boundary-spanning. By external, I mean from outside the 

team. This may or may not be outside the organization. This is in contrast to internal 

development which involves knowledge creation within the team's boundary. Focusing on 

the internal development of new team routines would not address knowledge transfer 

unless the team shared its new routines with other teams. Indeed, sharing is an important 

part of knowledge transfer, and the antecedents to teams sharing their routines are worthy 

of study. However, studying both the "supply-side" of team routines and the "demand- 

side" of team routines is beyond the scope of this project. 

While a consensus seems to be growing that knowledge transfer is important. 

our empirical understanding of these processes is weak (Huber, 199 1; Miner & Mezias, 

1996). Existing research has tended to be macro in focus, examining the movement of 

innovations and routines fiom organbation to organhtion (e.g. Doz, 1996); and t o p  

down, examining routines identified at high levels and "broadcast" down to sub-units. 

- Comparatively less attention has been paid to intra-firm transfer of knowledge, 

although notable exceptions exist. For example, Epple. Argote , and Devadas (1991) 

studied organizational learning in the transfer of knowledge within a plant in one 

organization. They found that knowledge transfer improved plant productivity. However, 

the routines they examined were clearly identXed at high levels of the organization and 
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broadcast across plants, therefore this research gives Little insight into internally initiated 

transfers of routines fiom other intra-firm sources. 

Szulanski's (1996) research on b'sti~kiness" of best practice transfer also 

addresses intra-fm transfer. However, he did not examine antecedents to the initiation of 

transfer. Rather, he examined intra-firm transfers of best practices and the relative 

importance of various factors to the c6stickiness'7 or difficulty of transfer. He found that 

characteristics of the source, recipient, practice itsell; and the context aIl had important 

effects on difficulty of transfer. He also found that in his sample, the relative importance 

of knowledge-related factors (e. g. absorptive capacity and causal ambiguity of the 

practice) were greater than what he termed the motivation of either the source or the 

recipient. The routines Szulanski examined were very macro in nature, for example, the 

transfer of a "routine" identified as the entire production function fiom one automotive 

assembly plant to another within o w  firm. While these fidings are important to our 

understanding of the transfer of routines. they still do little to help us understand why sub- 

units, and more specifically teams, will engage in external acquisition of routines. The 

knowledge transfer literature has also generally ignored lower level exchanges such as 

team-level transfer. 

Team-level learning and knowledge-transfer has been addressed inside teams in the 

literature on tramactive memory. This research examines how team members store 

knowledge collectively and how they partition their knowledge within team boundaries 

(see for example Moreland, Argote and Krishnan (1998)). Here again, as with the 



majority of research on teams, the emphasis is inside team boundaries and not between 

teams- 

As I noted before, the use of teams has increased dramatically in organizations, and 

in large, globally dispersed organizations it is common to have many teams performing the 

same fknction in multiple locations. It is quite likely that innovative procedural knowledge 

is developed in these dispersed locations. These routines are the building blocks of 

organizational knowledge, but remain untapped if not identified, transferred and therefore 

leveraged across the larger organization. Knowledge transfer between teams may critically 

affect both organizational learning (Nonaka, 1994) and team performance. Therefore, the 

omission of team-specific research in the knowledge transfer literature is problematic. Not 

only will research on this topic assist team developers, but it also will enhance our 

understanding of organizational leaming and knowledge transfer. Therefore, the fust gap 

I address in the knowledge management and organizational learning literature is the 

examination of transfer at a key operational level - the team. In addition to extending 

research to a different level ofanalysis, my research also brings two previously 

unaddressed variables to bear on the transfer phenomenon - time pressure and 

interruptions. The knowledge transfer Literature will be enhanced by blending issues 

identified in the organizational learning literatwe with the routines literatun. 

In addition to gaps addressed in the group routines Literature and the knowledge 

management and organizational learning literatures, my research also extends team 

boundary spanning research. 



1.1.3 Team Boundaw S~aanhg 

In addition to extending research on changes in routines and knowledge transfer, 

my focus on external acquisition of routines extends the team boundary spanning 

literature. Study of boundary spanning activities has a long history within organizational 

behavior and organizational theory (e.g. Leifer & Huber, 1 977; Pfeffer & Salancik, 1 978). 

The importance of boundary spanning activities is typically undisputed, and empirical 

evidence exists for relationships between boundary spanning activities and important 

organizational outcomes. Boundary spanning activities have also been explicitly linked to 

knowledge acquisition and organizational learning (e.g. Galaskiewicz & Wasserman, 1989; 

Tushman & Scanlan, 1981). Even so, the majority of boundary spanning research has been 

conducted at the individual level of analysis, typically examining the role of born* 

spanning individuals. Furthermore, most of this research has examined outcomes of 

boundary spanning behavior (e-g. Dollinger, 1984; Katz & Tushman, 1979), rather than 

triggers to specific occurrence of boundary spanning behavior. 

Comparatively little research has examined the boundary spanning activities of 

teams. As noted earlier, until recently the dominant focus in team-level research was on 

the internal interactions among team members and their effects on performance. Empirical 

examination of the interaction between teams and their contexts was largely ignored (Ilgen, 

1999; Mohrman, Cohen & Mohrmaa, 1995; Sundstrom, DeMew, & Futrell, 1990): 

Responding to this imbalance, Ancona spearheaded research on external activities of teams 

(Ancona, 1990; Ancona & Caldwell, 1992) and demonstrated the importance of an external 

emphasis in research on teams. For example, she reported case evidence h m  five teams 

that extemal activities are better predictors of team performance than internal group 

There are exceptions, but Ancona & Caldwcll(1992) point out that most existing studies do not focus on 
groups as the object of theoretical interest. 



processes if  a team faces extemal dependencies (which is highly likely). Ancoaa and 

Caldwell(1992) then conducted a large scale quantitative study which examined the 

extemal activities of 45 new product teams. They found that teams develop distinct 

strategies toward their environments, with some teams consistently engaging in more 

external activity and others remaining isolated. Teams with higher levels of extemal 

activity performed better, while isolated teams had a high probability of failure. The work 

of Ancona and colleagues represents a significant step forward in our understanding of the 

behavior and performance of teams embedded in organizations. However, the teams 

studied by Ancona and Caldwell(1992) were limited term project teams. Thus, we do not 

have empirical evidence concerning the external activities of ongoing work teams. 

In addition to limited evidence concerning ongoing work teams, there is little 

empirical research examining the antecedents to external activity in general or external 

acquisition of routines in particular. We still know IittIe about how and when teams 

change their interaction with the external environment and what effects these changes may 

have on routines. Thus, examining potential antecedents to external procedural knowledge 

acquisition in ongoing organizational teams is an important extension of the work on 

external activities of teams. 

1.2 CHAPTERSUMMARY 

In summary7 the use of teams to accomplish organizational tasks has increased 

dmmaticdy (Ilgen, 1999). It is typical in large, geographically dispersed organizations to 

have multiple teams of the same type performing similar tasks in many locations. Teams 

may be important factors in organiatiod learning and knowledge transfer, yet we know 

very little about cross-team transfer of knowledge. We do know that teams quickly 

develop routines and these routines persist. Also, as detailed in this chapter7 routines can 
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be considered a form of procedural knowledge. I focus on one part of the transfer process 

- external acquisition of routines. I specifically ask how time pressure and intermptions - 

two commonly occurring contextual factors for teams - influence a team's external 

acquisition of work routines. In doing so, this research will extend current theory on 

group-level routines, organizational Leacning and knowledge transfer, and team boundary- 

spanning activities. The proposed relationships between time pressure and external 

acquisition of routines, and between intermptions and external acquisition of routines are 

outlined in the next chapter. 



CsAPTER TWO 

HYPOTHESES 

2.0 INTRODUCTION 

The hypotheses developed in this chapter detail proposed relationships between 

two antecedent variables and team external acquisition of routines. Following research on 

organizational learning (Huber, 1992), external acquisition is considered a two part 

process: (1) external search for routines; (2) adoption of routines from extend sources. 

The antecedents to team external acquisition of work routines examined here are time 

pressure and interruptions. Figure One presents a model representing the variables and 

relationships outlined in the hypotheses. 

2.1 TLME PRESSURE & EXTERNAL ACQUISITION OF ROUTINES 

Recently, a growing number of researchers have called for greater attention to time 

and time-related variables as explicit predictors of behaviors and outcomes in 

organizational behavior research (Ancona & Chong, 1996; Bluedom & Denhardt, 1988; 

McGrath, 1986; McGrath & Kelly, 1986), as well as with specific respect to teams 

(Tindale & Anderson, 1998). The explicit influence of time pressure on team knowledge 

acquisition or t e a  boundary spanning8 has not been addressed in the literature. 

As noted in my introduction, many teams work in dynamic environments with 

changing deadlines and workload. Furthermore, time pressure is likely to vary across 

teams in different organizations. For example, in highly dynamic, extremely competitive 

environments such as the computer industry or the pharmaceutical industry, project 



timelines and therefore perceived time pressure may be very daerent than for teams in 

relatively stable, unchanging industries such as the firrniture industry. Moreover. even 

within a specific context there are likely to be cycles of workload with waxing and waning 

time pressure. Thus, time pressure is Likely to vary across teams and across time (Ancona 

& Chong, 1996; McGrath & Kelly, 1986). 

While time pressure is likely to be a common, but varying, contextual factor for 

many teams. it has not been examined as a factor in any of the three literature areas 

identified in Chapter One. Ancona and Chong (1996) note that with only a few exceptions 

(e-g. McGrath & Kelly, 1986; Genick, 1988; 1989), time and timing have rarely been 

explicitly addressed in organizational behavior research. Exceptions include research on 

decision making and on personality (e-g. Type A behavior pattern). Additional attention to 

time in a wider range of organizational research is needed, particularly since time pressure 

influences what McGrath (1 99 1) characterized as a "generic problem" in organizations - 

the allocation of temporal resources. Time spent engaged in external acquisition of 

routines is likely to result in reduced time for task performance. As time becomes scarce, 

the cost of external search for routines increases. Indeed, Ancona (1990) found that 

interactive external activity "takes up a lot of time" and had resultant negative effects on 

some internal team processes such as cohesion and team building @. 359). While 

Ancona's research suggests that engaging in external activities does reduce temporal 

resources available for other activities, no direct evidence exists concerning the effects of 

time pressure on the external activities of teams. McGrath (1991) theorizes that time 

pressure will lead groups to focus only on what he calls the "direct path" of the production 



function This focus may result in reduced attention to strategic planning or learning 

activities. 

While there is no empirical research directly concerning time pressure and team- 

level external search for routines, there is related research at the individual level which 

informs us concerning the potential form of the relationship between time pressure and 

team external knowledge acquisition. Group decision theorists have argued for the 

applicability of individual level findings in formulating groupleveI research (e-g. Davis, 

1992; Davis & Stasson, 1988; Parks & Cowlin, 1995). In a review of work on individual 

level routines, Weiss and Ilgen (1985) note that high levels of non-routine response are 

costly in terms of both time and effort. Routinized behavior allows individuals to conserve 

cognitive resources and increase response speed. These results suggest that teams may be 

more likely to maintain their routines during periods of high time pressure and therefore be 

less likely to acquire new work routines. Additional evidence fiom individual-level 

research demonstrated that under time pressure, individuals reduce external information 

search. For example, Hulland and Kleinmutz (1994) conducted a lab experiment on 

individual choice behavior with time pressure as a treatment condition. They found that 

external search effort was significantly lower in individuals in the time pressure condition 

compared to individuals with abundant time. Both total search effort and proportion of 

external to total search effort were sigdlcantly lower under time pressure. I f  similar 

mechanisms are at work in groups, higher time pressure may result in less external search 

for new work routines. 
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Additional support for a negative relationship between time pressure and external 

search is provided in threat-rigidity theory and decision making research. Threat rigidity 

suggests that under stress information is barely processed, and decisions reflect a response 

that is dominant or well-learned rather than one that has been thoughtFully and newly 

derived (e-g. Staw, Sandelands, & Dutton, 198 1). This finding has been demonstrated 

across multiple levels of organizational analysis. As a result, social systems, including 

teams, have a tendency to close down rather than open up under stress. Indeed, empirical 

evidence concerning group decision making under threat indicates that increased stress 

results in restriction of information processing (Gladstein and Riley, 1985). Ianis and 

Mann (1977) also suggest that stress leads to reduced vigilance, and extreme stress invokes 

defensive avoidance and restricted search. Since time pressure likely produces stress 

(Parks & Cowlin, 1995, Ianis & Mann, 1977; McGrath & Kelly, 1986), it may produce 

similar results. Additional decision making research at the individual level of analysis 

supports this idea Under time pressure individuals use less scrutiny in theu decisions 

(Edland & Svenson, 1993; cf. Betsch, et al., 1998), are more likely to employ simple 

decision strategies (Ben Zur & Bnznitz, 1981), and may rely on their habituated dominant 

response strategy (Beach & Mitchell, 1978). 

Given the previous research at the individual level on effects of time pressure on 

external idonnation, and individual and group level work in decision making under threat, 

I posit the following hypothesis: 

Hla: In a given time period, femns reporting higher perceived time pressure will be less 
likely to engage in external search for routines. 
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Time pressure is also likely to affect adoption of routines from external sources. 

Time pressure may reduce the probability that routines are adopted. This may occur for a 

number of reasons. Fw k c a w  less search for routines is taking place under time 

pressure, teams are less likely to find or be aware of work routines existing outside their 

boundaries, and therefore be less likely to adopt new routines. Second, because of the 

same generic time allocation problems mentioned above, teams experiencing high time 

pressure will devote less time to reconfiguring the way they work. This may even occur if 

search occurred because as noted before for individuals, time pressure leads to reduced 

information processing. A recent study on individual decision making provides empirical 

support for the negative effect of time pressure on the acquisition of new routines. Betsch 

et al. (1998) examined the effects of time pressure on routine maintenance in an 

experimental study of individual routine maintenance in decision making. Subjects 

participated in a computer simulation game in which they had to make choices concerning 

trucking loads of melons to market. Over a series of trials, a set of routines was learned. 

Then conditions were varied with new trials. Some subjects were placed under time 

pressure, and the participants in the time pressure condition showed a stronger tendency to 

maintain their previously learned routines than subjects in the no time-pressure condition. 

In fact, under the time pressure condition, participants almost perfectly maintained their 

previously learned routines even though the circumstances had changed and the adequacy 

of the prior routine was uncertain to participants. 

Given this evidence, time pressure will likely serve to reinforce existing routines, 

therefore the following hypothesis is proposed: 
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H l  b: In a given time period team reporting higher time pressure wiN be less likely to 

adopt routinesfiom external sources. 

In summary, the hypotheses presented in this section suggest that the commonly occurring 

and varying contextual variable of time pressure may have an important influence on the 

external acquisition of new work routines by teams. The second contextual variable I 

examine is intemptions I explore the potential relationship between interruptive events 

and external acquisition of routines in the next section. 

2.2 INTERRUEWONS & EXTERNAL ACQUISITION OF ROUTINES 

While little empirical evidence exists for triggers to acquisition of new work 

routines, several authors have posited that interruptions may be necessary to invoke a 

"switch" from automatic performance of routims to the conscious information processing 

involved in acquisition of new routines (e-g. Gersick & Hackman, 1990; Langer, 1989; 

Louis & Sutton, 199 1). While this view suggests positive effects of interruptions, 

interruptions have often carried a negative connotation in organizational behavior research. 

For example, the sewmanagement and social learning Literatures (e.g. Bandura, 1977; 

Manz 1986; Adcock, 197 1 ; Kleiner, 1992; Lucco, 1994) identify interruptions as 

environmental contingencies to control through specific targeting and mon i to~g  policies 

(e.g. Andrasik & Heimberg, 1982). Interruptions have also been identified as a significant 

factor in job stress (Kirmeyer, 1988). Recently, interruptions have also been linked to 

coordination problems, work overload and high time pressure in software development 

teams (Perlow, 1999). Finally, ergonomics research suggests that task interruptions may 

lead to increased processing time and error rates (e.g. Cellier & ~yb l l e ,  1992). 
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Despite these negative views of interruptions, there is an emerging positive view of 

interruptions. Interruptions may prompt attention shifts leading to change and innovation 

(Gersick, 199 1 ; Meyer, 1982; Okhuysen & Eisenhardt, 1997; Tyre & Orlikowski, 1 995; 

Tyre, Perlow, Staudenmeyer & Wasson, 1996). Tyre, Perlow, Staudenmeyer and Wasson 

(1 996, cf: Okhuysen and Eisenhardt, 1997: 9) argue that interruptive events may "make 

time" for change by providing actual or perceived ''time outs" from normal activity, 

thereby focusing activity, and triggering change. Such interruptions may be important 

determinants of change in routines. Descriptions of routine behavior range fiom 

"mindlessness" Ganger, 1979, 1989) to "automatic cognitive processing" to "habits of 

mind" (Louis & Sutton, 1991) to "habitual behavior" (Gersick & Hackman, 1990). Team- 

level search for external information concerning routines and subsequent adoption of 

routines constitute a movement fiom "mindless" routine behavior to ''mincifbl" search and 

change. The aforementioned authors suggest that the only way to get individuals or groups 

to break out of habits of mind is to interrupt them, thereby triggering active cognitive 

processing. 

Technological adaptation research provides empirical evidence that interruptions 

trigger changes in routines. Weick (1990) reports that interruptions in the regular use of 

technology may increase arousal, change the focus of user attention and provide windows 

of opportunity for change. Tyre and Orlikowski (1994) provided similar evidence fiom 

three empirical studies of technological adaptation. They found that the period 

immediately following the installation of a technology was a period of high activity of 

adaptation and acquisition of routines. However, people quickly developed routines. 
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Changes in routines did not occur again until a "trigger" occurred. These results occurred 

at both the individual and group levels. Tyre and Orlikowski suggest that %ndows of 

opportunity" for change occur only immediately after installation of a new technology and 

after certain -'trigger" events occur. Both can be considered interruptions. Installation of a 

new technology interrupts routine work and prompts a period of active search for 

information and adaptation of routines. After a period of initial adaptation, routine 

behavior develops. In almost every case they studied, later spurts of adaptation were only 

associated with novel, disruptive events. 

Technological adaptation research provides evidence that interruptions spur 

change, however, the examples reported above only examine the effects of interruptions on 

internally developed changes in routines. There are few team-level studies which provide 

direct evidence that interruptions provide an impetus for external knowledge acquisition. 

Gersick's (1988, 1989) work on midpoint transitions is an exception. She reported that 

groups which enact a midpoint transition (i.e., interrupt themselves) triggered by attention 

to an approaching deadline were more likely to seek outside information during the 

transition and to use different strategies and operating processes after the interruption. 

These findings suggest that interruptions may have important effects on team routines and 

boundary spanning behaviors. However, Gersick's studies employed limited-term groups, 

performing a single task, operating under clear deadlines. These hdings do little to 

illuminate the effects of intemptions on ongoing work teams facing multiple and complex 

task envitonments. Nor do they address the specific effect of interruptive events on 

external acquisition of routines. 
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In the org-tional learning Literature, Virany and her colleagues (Virany et al.. 

1992) also found evidence that interruptive events may prompt organization learning. 

They suggest that the interruption caused by executive succession is an important 

mechanism for triggering organizational Learning. They found that changes in top 

management teams led to alteration of standard operating procedures and decision-making 

processes. They did not distinguish between internal and external sources of these 

procedures. 

Additional evidence explicitly concerning the role of intemptive events on 

external knowledge acquisition is provided by studies of individual feedback seeking. 

Ashford (1 986) reported that individuals actively seek outside information in the form of 

feedback when faced with new, uncertain or troublesome settings. Her research did not 

examine why a setting might appear new, uncertain or troublesome, rather she simply 

asked if the individual perceived his/her task environment to have these characteristics. It 

is possible that environmental events may occur which are novel, making a situation 

appear new or non-routine. As a result, such events may lead to a greater probability of 

active cognitive processing in the form of information search. 

The Betsch et al. (1998) study of individual deviation Erom routines also examined 

the effect of novelty in the decision stimuli on individual routine maintenance in a 

simulated trucking problem. They found that when subjects encountered an unexpected 

novelty in the display. they were more likely to deviate from their previously learned 

routine pattern than in the condition in which no changes were made. This study provides 

empirical evidence at the individual level of analysis for the positive effect of interruptions 
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on acquisition of new routines. The evidence concerning the effects of interruptions leads 

to the following hypotheses: 

m a :  In a given time p e r i d  teams experiencing more interruptive events will be more 
likely to engage in externul search for routines. 

H2b: In a given time period teams experiencing more interruptive events will be more 
likely to a d o p  routinesfiom external sources. 

While H2a and H2b state that essentially any interruption is likely to increase the 

probability that external knowledge acquisition occurs, it is not clear if all intemptions 

will have equal effects. One characteristic of interruptions which may affect external 

knowledge acquisition is novelty (Gersick & Hackman, 1990; Langer, 1989; Louis & 

Sutton, 1991). A characteristic of interruptions which may affect novelty is 

anticipatability. Wickens (1996) suggests that anticipation may be an determinant of the 

impact of interruptions and that unanticipated interruptions are more disruptive than 

anticipated intemptions. For example, a nuclear power plant control crew may be 

informed that there is a pre-scheduled period when their reactor will be off-line for repairs. 

These repairs interrupt regular task performance, but because they are planned may not 

provide enough disruption to trigger active attention to routines. Alternatively, there may 

be an emergency need to take the reactor off-line. This would be an unanticipated 

interruption in task performance and may act as a trigger to active attention to routines. If 

interruptions are anticipated, they may lose their impact as triggers to cognitive switches. 

In other words, when interruptions are unanticipated, they will be more likely to trigger 

active cognitive proassing resulting in the acquisition of new routines, but if anticipated, 
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they may lose this impact. The following hypotheses are posited concerning the effects of 

unanticipated interruptions: 

H2e: In a given time period anticipation moderates the effect of interruptions in that 
when anticipation of interruptions is high, interruptions will be less likely to 
prompt externol search for routines and when antic@ation is low. interruptions will 
be more likely to prompt external search for routines. 

HZd: In a given time period anticipation moderates the effect of intemptiom in that 
when anticipation of interruptions is high, intertuptions will be less likely to 
prompt adoption of routinesfiom external sowces. and when antic@ation is low. 
interruptions will be more likely to pronrpt adoption of routinesfiom external 
sources. 

2.3 CHAPTER SUMMARY 

In the preceding sections, specific, testable hypotheses were presented 

concerning the relationships between time pressure and external acquisition of routines, 

and between interruptions and external acquisition of routines. In Chapter Three, I present 

the study design and measures developed to test these hypotheses. 



CHAPTER THREE 

RESEARCH METHODOLOGY 

3.0 INTRODUCTION 

The hypotheses proposed in Chapter Two (see Table Three for a summary) were 

driven by the goal of describing the roles of time pressure and interruptions as antecedents 

to team external acquisition ofroutines. The discussion in this chapter focuses on the 

research design I implemented to test these hypotheses. To add robustness to my research, 

there were two phases to the study. 1 began with qualitative in t e~ews  to identify and 

better understand the research setting, and to aid in development of measurement 

instruments. The i n t e ~ e w  phase was followed by a survey of multiple teams. I describe 

the development of measures and the procedum used to collect the data. 

3.1 EMPIRICAL SETTING 

My research question and hypotheses guided the choice of the empirical setting. 

The unit of analysis is the team. The setting broadly consisted of (1) ongoing teams; (2) 

embedded in organizational contexts where knowledge transfer is attempted and supported. 

The hypotheses posed in Chapter Two involved the potential roles of two contextual 

antecedents to external routine acquisition and as such, context is important. Furthennore, 

prior studies of team-level external activity have typically examined teams with definite 

end-points to their activities (e.g. Ancona, 1990; Ancona & Caldwell, 1992; Gersick, 

1988,1989). In an effort to extend this Literature, my research focused on ongoing 



organizational teams. Therefore, the methods chosen to test the hypotheses needed to 

allow observation of ongoing teams embedded in realistic contexts. 

To maximize the &ism of the context, I used a field study methodology to 

examine the proposed antecedents to external acquisition of work practices. McGrath 

(1 984:3 3) notes that field studies maximize realism. Studying the proposed antecedents in 

the field offered an empirical setting in which participants are engaged in the tasks at hand, 

in which task performance is consequentid to the team's members, and in which the 

impact of time pressure and interruptions are realistic. 

While field studies maximize realism, they also increase ~ c d t i e s  in control 

(McGrath, 1984). The choice of setting can help mitigate control issues. The empirical 

setting for my study was ongoing work teams in large, multinational, 

pharmaceuticaVmedicaI products organizations. Choosing the sample fiom a single 

industry improved control by eliminating potential difFences in knowledge transfer 

activity due to industry. Within this single industry, the study setting consisted of firms 

that expressed an interest in, and efforts toward knowledge transfer. The appropriateness 

of inclusion was determined through interviews with team members in a subset of five 

organizations (details of the interview study are provided in the following paragraphs). 

These interviews were conducted as part of the first phase of my research. 

My dissertation data collection was connected to a larger, ongoing study of 

teams. That study examines the implementation of teams in multi-national organizations 

and is primarily concerned with issues of team leadership and cultural factors. My 

research was not theoretically connected to that study; however, my data collection was 
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included in data collection efforts for that study. There are five organizations in the larger 

study. TabIe two summarizes the sample of the interview study. A total of ninety-eight 

people representing forty-six teams were interviewed. I asked general questions related to 

team-level transfer of knowledge. I asked these questions to better understand the context, 

to discern whether any or all of these five organizations may be acceptable contexts from 

which to draw my sample of teams, and to aid in measurement development. Given my 

research question, organizational settings of particular interest were those in which teams 

emphasized knowledge transfer activities. This was to ensure that the team members and 

leaden would be f d a r  with the language 1 used on my survey, and also to enhance the 

likelihood of variance on my dependent variables across teams. In firms that do not 

attempt to transfer knowledge across teams, the study of external acquisition of routines 

may be impeded by lack of attempts as a baseline frequency. 

Examples of the interview questions are provided in Appendix A. The 

questions asked both about sharing and adopting routines. For the purpose of my 

dissertation research, I only used results concerning the acquisition of practices. A total of 

ninety-eight individuals were interviewed. These individuals represented forty-six teams 

across five firms. Between one and eight individuals were interviewed fkom each team. 

All interviews were audio-taped and transcribed by a professional transcriptionist. 

I used a word processing program to search the interview texts for a set of key 

words relating to knowledge transfer? These words were highlighted in color in the 

database to facilitate easy identification of passages relating to the terms. AAer this step 

4 Knowledge, sharing, ~ C T .  search, routine(s). practice(s), process(es), learning, adopt. 
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was complete, I scanned the interview texts to locate each highlighted term I read the 

passages around each term to detennine where a segment about the term began and ended. 

After determining the beginning and ending of a given segment, I copied and pasted each 

into another document. This document contained only text segments about knowledge 

transfer. One hundred forty-seven pages of interview excerpts relating to knowledge 

transfer were obtained using this method. 

I read these excerpts to detennine what language the team members used when 

describing knowledge transfer in general, and acquisition of routines in particular. I was 

particularly interested in gaining information to guide the development of measures, but 

was also interested in determining whether all five of the organbtions in the larger 

research study would be appropriate empirical settings. As mentioned earlier, it was 

important to limit the sample to teams in organizational contexts where knowledge transfer 

is identified as important, and where it would be Likely that language concerning 

knowledge transfer would be understood by team members. From the interview excerpts I 

determined that three of the firms placed greater emphasis on knowledge transfer efforts. 

In light of these results, I concentrated my data collection efforts within three firms. This 

reduction in the number of firm fhm which teams were sampled also provided additional 

control by reducing the variance in activity that might be due to company-level factors- 

Company was also controlled in statistical analyses with dummy variables, and including 

fewer firms reduced the number of control variables necessaxy in these analyses. These 

control variables as well as others are described in greater detail later in this chapter. 



In sum, the empirical setting for my research consisted of ongoing teams in three 

pharmaceutical [medical products finns. Based on interview results, d l  three fums 

expressed interest and efforts in transferring knowledge, and team members within these 

organizations used and understood language relating to bowledge transfer efforts. The 

teams considered for inclusion were alI  identified by the organizations as teams in that they 

dl have shared responsibilities and resources, have interdependent tasks to varying 

degrees, and are known as teams. Team types range from marketing teams, to customer 

service teams, to sales and s e ~ c e  teams, however the great majority of the teams are sales 

and service teams. I now turn to a description of the specific research design L employed to 

colIect data. 

3.2 RESEARCH DESIGN 

I used a field study design to collect data I administered two surveys to collect 

data from both team members and team leaders. Team leaders completed the first survey. 

The leaders served as key informants for the dependent variables. Leaders had a 

coordination roIe within the teams in the sample and therefore have an appropriate vantage 

point from which to assess team-level lcnowledge acquisition. Team members completed 

the second survey. The member survey contained the independent variables, the control 

variables, and team demographic information. I collected information on the independent 

variables and the dependent variables h m  diffetent sources to minimize common method 

variance through methodological separation (Campion, Papper Br Medsker, 1996). Same 

source bias is a form of subject demand effects. Respondents may try to reason the 

relationship between the questions they are being asked and answer "accordingly." Same 
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source bias may also result because respondents may be consistent in how "agreeable" or 

"disagreeable" they are in their answers. In such cases, there will be variance on the 

dependent and independent variables, but we will see a strong trend relationship that is not 

true variance (Schwab, 1999). Separating the source of independent variables and 

dependent variables reduces the influence of these problems. 

As mentioned earlier, the teams in my sample were a subset of teams sampled for a 

larger research study of teams. The data collection was connected to the survey 

administration for that study. In each company, key organizational contacts developed 

during the interview stage of the study assisted in identifying a sample of teams within 

their organizational units. They provided names of teams and membership information - 

for survey "pack" creation. Each team "pack" contained sweys for each member and a 

survey for the leader. Each individual survey contained a cover letter explaining the 

research, instructions for completing and returning the survey, aad also stressed 

confidentiality for individual participants. Each survey had an identification code to track 

individual and team response rates, and to provide anonymity for individual respondents. 

Surveys were administered through a combination of on-site administration and 

mail administration. For mailed sweys, a prepaid mailing envelope to return the 

completed surveys was included in the swey  pack In most cases, I traveled to the 

organization and administered the sweys. On-site administration is advantageous to 

higher response rates; however, budget constraints limited the number of trips. Therefore, 

if teams were not available during the site visit, or if teams werc dispersed geographically, 

the surveys were administered by mail. When mail administration was used, s w e y  packs 
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were assembled for each team and sent out to the primary contact for the team (usually the 

team's leader). This person distributed the surveys to the members of hidher team, and 

individuals returned their surveys directly to me. 

Every possible effort was taken to assure the highest possible response rate. As 

noted earlier, cover letters and instructions emphaskd anonymity for individual 

respondents. Ln addition, two follow-up contacts were made to non-respondents. 

Typically, follow-up contact was conducted via fax. A Ietter was faxed to the member or 

leader encouraging him or her to complete and return h i d m  survey. The letter also asked 

hidher to contact me if a new copy of the survey was needed. Additional copies were 

mailed out in response to these requests. 

In addition to efforts to maximize response rates, every effort was made to keep 

the quality of the responses high. Most important to this effort was ensuring that 

respondents all employed the same referent when completing the survey (Rousseau, 1985). 

To reinforce the common referent, the name of the team was printed prominently at the top 

of each survey to ensure that all respondents used the same team referent in answering the 

questions. The specific month in question was also printed at the top of the survey and 

within specific question groups. This ensured that all the team members limited their 

answers to the same defined time period. 

To summarize. the procedure I employed for data collection involved surveying 

team leaders and members. Dependent variable information was collected from team 

leaders. and independent variables and controls were collected from team members. 

Surveys were typically administered on-site, but mailed administration was also used. 
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Surveys contained infonnation about the team to be rated and identified the specific time 

period for respondents to consider. This information was provided to ensure that all raters 

used a common referent The next section describes the measures employed in the 

surveys- 

3.3 MEASURES OF DEPENDENT VARIABLES 

There are no existing measures for search for team level work routines or external 

adoption of work routines. Furthemore, little empirical precedent existed to develop these 

measures. Therefore I used a variety of steps to develop measures. More specifdy,  I 

used a Literature review and the results of the interview study to develop items. I then 

conducted a small number of additional intmiews to fiuther refine items. These steps are 

described in the following paragraphs. 

There were a number of issues I considered in the development of dependent 

variable measures. First, I wanted to identify and use language to describe routines that 

would accurately represent the construct but also be meaningful to the team members 

surveyed. As noted earlier, Pentland and Reuter (1994) consider the term ''process" to be 

interchangeable with routine. The term ''practices" has also been identified as a 

manifestation of procedural knowledge in prior research (Szulanski, 1996, 1997: 15). 

Pentland and Reuter (1994) provide examples of what they mean by a routine. They 

considered the customer service function in an organization and described several routines 

to accomplish customer service. For example, they suggested that the series of behaviors 

for answering the phone constituted a routine. Similarly, authorizing a credit card was 

another routine. Each of these routines was made up o f  several "moves" or unitary actions 
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of the organizational member, such as greeting the customer and transferring the call. In 

the interview excerpts, these series of behaviors typically were described as "practices" by 

team members in my sample. Therefore, practice is the operational term I chose to 

measure the construct routine. 

In addition to identifying the operational term practice to represent routines in the 

dependent va r i ab  measures, it was also importaat that respondents distinguished between 

individual IeveI and team level routines, Therefore, I conducted additional interviews to 

further refme the wording of the actual items on the dependent variable survey. To 

accomplish this, I conducted i n t e ~ e w s  with eight team leaders and one team developer to 

W e r  aid in the development of the dependent measures. Each interview lasted 

approximately 20-30 minutes. I audio-taped the interviews and transcribed them. The 

questions asked in these interviews are provided in Appendix B. I read the transcripts to 

examine the language used for practices and to identify examples of practices. The 

interviews provided rich contextual detail which permitted me to ground the language of 

the survey items in the language of the phenomena as understood by team members. 

In the second set of interviews, I asked questions to determine whether team 

members distinguished individual versus team ptactices. Individual routines S e c t  only 

individuals and not the behaviors of a signifi-t subgroup of the team, or the behaviors of 

the team as a whole. For example, I conducted an interview with a team developer who is 

in charge of enhancing her organiation's transfer of practices. She was able to provide an 

example of an individual-level routine and a team-level routine. For the individual-level 
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routine, she described a productivity-enhancing practice for individual Service Engineers 

(SEs): 

After a SE completes hidher work in the field, helshe must go through a 
kind of debriefing of the situation and then send it in to the organization 
electronically. Apparently, many SEs complain that this takes too much of 
their "home" or ''personal" time. Upon examination, it was discovered that 
many SE's would wait until they had packed up and driven home until they 
would debrief. When questioned why they did not do them on site, they 
argued that they had to 'kuplink" in order to send them in, and that the only 
feasible place to do that was at home. Some SE's had developed a routine 
debriefing on-site and saving the file. Then when they got home, they 
merely had to connect up, upload the fde and get off-line - in just a matter 
of a few minutes. This alternative practice was identified as a practice and 
there have been some attempts to communicate it to the entire SE 
workforce. It is not known at this time how many SEs have adopted the 
practice. 

Alternatively, she described a team level routine. This routine concerned the team practice 

for getting purchase orders in tiom customers. 

In most teams this had been the responsibility of the SEs. However, they 
were often late and there was often a lot of follow-up work that needed to 
be done. There was too much diffusion of responsibility. One team 
changed the entire process, and made one person at the service center in 
charge of this process. Consequently, the entire team's process was 
changed. This new process was identified by the [region] as a best practice 
and promoted to other teams in the region. 

The interviews suggested that respondents can distinguish between individual and team 

level routines. More specifically, the first example demonstrates a routine that is 

accomplished by only one individual. The change could be made without other members 

in the team altering their behavior or needing to participate in a set of actions. 



Alternatively, the second example describes a new routine that modifies how the entire 

team conducts an important sequence of activities, and it affects a team-level function. 

Based upon the interview results and previous research, I concluded that team-level 

work practices are a type of routine executed by multiple actors (team members) and are 

available to conscious scrutiny by team members.' Practices are patterns or sequences of 

behaviors enacted to accomplish specific tasks. Practices are likely to become more 

mechanid or automatic over time as the team repeats execution of the practice. 

Interviews provided examples of individual-level practices and team-level practices. I use 

two examples provided by an interviewee on the survey to enhance the clarity of the 

construct to respondents (see Appendix C for the survey instrument). 

In the process of examining the initial intemew excerpts, it became clear that 

teams in the sample organizations also referred to a some of their practices as "best 

practices." These practices had been identified by a third party as a kind of "ideal" routine. 

No clear definition exists in the organizational behavior literature for best practice, but best 

practices are generally associated with practices which are already in use and provide 

superior performance (Sdanski, 1995, 1996). While I did not differentiate qualitative 

differences in practices, nor did I hypothesize about best practices, I included an item 

distinguishing cCbest" practices from general or generic work practices. Including this item 

%en 1 say "consciously available" I do not mean all the time. In other words, because I consider practices 
to be a type of routine, I do believe that they will typically be enacted without discussion or deIiberation. 
However. by consciously available. I mean that if asked to reflect on the "way" they do a certain task. a team 
would be able to identify the basic steps and fahues of the practice. This view differs from some of the 
more extreme views of routinized action which suggest that these pa- of behavior are completeiy tacit 
and unavailable to idcntiflcafion by the actors. 



40 
allows exploration of potential differences in acquisition activities between "generic" and 

"best" practices. 

To summarize, I collected dependent variable information from the team leaders. 

This heats the team leader as a key informantlexpert rater. Based on previous research 

and an interview study, 1 use the term "practice" to operationalize the construct routine. 1 

identified examples of team level practices from interview excerpts to use on the survey 

instrument to help respondents understand the type of knowledge the questions refer to. 1 

created items for dependent variables concerning external search, and adoption from 

external sources. Each variable and corresponding measure is described in greater detail 

in the following paragraphs. 

Exiernunol Search for Practices. External search for practices was operationalized 

with two items. The first item was a general question asking whether the team searched 

outside its boundaries in the specified month for any new team practice. The second item 

asked whether the team searched outside its boundaries in the specified month for team 

best practices. Both questions were answered with either yes or no (Coded: l ~ e s ,  &no). 

These items appeared on both the team leader and team member surveys. The items are 

provided in Appendix C. 

Adoprion ofPractiCes from External Sources. Adoption of practices fkom 

external sources was also operationalized with two items. Here again, the first item was a 

generai question asking whether the team adopted any team practices from outside its 

boundaries in the specified month. The second item asked whether the team had adopted 

any best practices fiom outside its boundaries in the specified month. Both questions were 
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answered yes or no (Coded: l-yes, -0). These items appeared on both the team leader 

and team member surveys. The items are provided in Appendix C. 

Four variables were created fiom these four items. These four variables ate: (1) 

External Search for Practices (S 1); (2) External Best Practice Search (SZ); (3) Adoption of 

Practices (A 1); (4) Adoption of Best Practices (A2). In addition, I created two summary 

variables which capture whether either type of search or adoption was reported: (1) Any 

Search (S 1 or S2) coded "1" ifeither S1 or S2 were "1" and (2) Any Adoption fkom 

external sources (A1 or A2) coded "I" if either A1 or A2 were "1 ." Inclusion of separate 

search and adoption variables for general practices and "best" practices allows exploratory 

examination of potential differences in the relationships between key variables and general 

new practices versus best practices. While not specifically hypothesized, it will be 

interesting to see if the teams in my sample nport different frrquencies (i.e. distinguish 

between general practices and best practices), and whether there are different relationships 

between the independent variables and the types of practices. 

3.4 INDEPENDENT VARIABLES 

I identified three independent variables in my hypotheses: (I) time pressure; (2) 

interruptions; (3) anticipation of intenuptiom. Measurement of each of these variables is 

discussed in the following paragraphs. 

3.4.1 Time Pressure 

The independent variable for time pressure is a scale taken from the NASA- 

TLX (Task Load Index) (Hart & Staveland, 1988). I specifically chose seven items 
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concerning time pressure and pace of work from this survey. Team time pressure was 

measured on team members only. Time pressure items are measured on a scale of one to 

seven with higher values indicating greater time pressure. Individual scale scores were 

created by taking the mean across the seven items. Team scores were created by averaging 

individual team member scores. These items are provided in Appendix C. 

The second indepeadent variable, interruptions, consists of a series of 

potentially interruptive events. Interruptions are measured with fourteen questions 

concerning the occurrence of various interruptive events. These items were developed 

using a combination of literature review and intentiew results. I drew primarily on four 

articles to identifL potential interruptive events. These articles were (1) Gersick and 

Hackman (1990); (2) Louis and Sutton (1989); (2) Langer (1989); and (4) Tyre and 

Orlikowski (1 994). Gersick and Hackman (1990) identify a set of conceptual triggers to 

changes in group routines which include: (1) encountering novelty; (2) experiencing 

failure; (3) reaching a milestone; (4) receiving an intervention; (5) coping with a 

structural change; (6) redesign of the task; or (7) change in authority. Louis and Sutton 

(1 989) and Langer (1989) provide similar lists of potential triggers to rnindfbIness or active 

cognitive processing. The first three studies only theorized about potential interruptions 

that may influence changes in routines. In contrast, Tyre and Orlilcowski (1994) report an 

empirical study of triggers to technological adaptation, They identified several triggers in 

two different organhtions that led to %hdows of opportunity" for change. Table Four 

summarizes these triggers. Tltk list provides a concrete set of examples of interruptive 
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events, and I include it to provide examples of what one empirical study identified as 

actual triggers to internal changes in routines. Further examples of interruptive events 

come from organizational learning theory the idea of problemistic search. This theory 

suggests that unexpected failure to attain goals or a change in goals can result in 

uncertainty which may trigger reconsideration of routines (March & Simon; Weiss & 

Ilgen, 1985). 

After assembling a tist ofpossible interruptions identified in the literature. I 

reviewed the interview excerpts to see whether similar interruptions were identified by 

interviewees, and also to identie examples. Wherever possible, I combined event types to 

reduce the number of items in my survey. Also, I wrote items using general language so 

the survey questions would be applicable across different types of teams. This process led 

to a list of fifteen interruptive events. I asked whether each event occurred in the specified 

time period (1 = yes, 0 = no). 

Each interruption question was followed with a question asking to what degree 

the event was anticipated. Respondents only answered the follow-up question if they 

answered ''yes" to the occurrence of the event. Follow-up questions were answered on a 

five-point Likert-type scale. Anticipation items were anchored by 1 = "not at ali" and 5 = 

"completely/extremely." Interruption and anticipation items are provided in Appendix C. 

3.5 CONTROL VARIABLES 

There is recent evidence suggesting that interdependence will influence collective 

cognition or 'Yeam mental models" (Gibson, 1996). If this is true, then higher levels of 
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interdependence may increase the probability that a team will search for team-level 

practices. In other words, teams that have more highly interdependent outcomes will focus 

more on team-level processes than teams with lower levels of interdependence. 

Furthermore, if teams are dependent on others to accomplish their outcomes. they may 

engage more frequently in boundary spanning activities. I used Wagernan's (1995) 

measure of outcome interdependence to measure team interdependence. Team members 

responded on 7-point scales anchored by 1 = "very inaccurate" to 7 = " very accurate." 

Scale scores were created by averaging each respondent's answers across items. Team 

scores were computed by averaging the individual scores. 

3.5.2 Decision Making Discretion. 

Gersick and Hackman (1990) theorized that one reason little evidence exists 

concerning natural breakpoinb leading groups to spontaneously attend to or assess their 

performance routines may be a lack of discretion to make changes in performance strategy. 

Thus, decision making discretion or authority over making changes in work processes may 

influence external knowledge acquisition activity. As a result, a measure of decision- 

making discretion was included. Decision making discretion was measured with eight 

items derived from previous research on teams (Cohen, Ledford & Spreitzer, 1996; 

Cordery, Mueller, & Smith, 1991). These items asked team members how much input 

they have on a variety of decisions ranging h m  planning and scheduling work to task 

assignments within the team. Team members responded on 7-pint scales anchored by 1 = 

"no input" to 7 = " complete input." Scde scores were created by averaging each 



respondent's answers across items. Team scores were computed by averaging the 

individual scores- 

3.5.3 Lennth of Time as a Team. 

Experience on a task may be part of the causal mechanism to develop routines, and 

also may prompt mindlessness (Langer, 1989), therefore it will also be included as a 

control. Others suggest that length of t h e  together as a team may inhibit necessary 

external initiatives and activities (e.g- h i s ,  1982; Katz, 1982). Also, length of time as a 

team may be a proxy for absorptive capacity (Cohen & Levinthal, 1989, 1990) which is 

considered a function of prior knowledge and experience. Recipients lacking absorptive 

capacity are less likely to recognize the value of new knowledge, assimilate that 

knowledge or apply it successfully (Szulanski, 1996). Length of time as a team was 

measured with a single item asking "How long has this team been in existence?" Answers 

were converted to months to create a common metric. Team scores were computed by 

averaging the individual team members' responses. 

The organizations in the sample may vary on the extent to which they promote or 

value the transfer of routines. Furthermore, organizations may vary in the mechanisms in 

place (e.g. codification systems) to enhance the likelihood that routines are transferred 

among units within the organization. Therefore, dummy variables for organization were 

included as controls. 



3.5.5 Team Size 

Team size may affect the degree to which there is a common "mindset" or mental 

model within the team. Larger teams may have diiculty viewing themselves as a team. 

Also, larger teams may have subgroups with sub-routines. These differences may lead to 

differences in team-level search behaviors. Therefore, a variable was incIuded in the 

sample to control for team size. Archival information concerning the number of members 

on each team was used for the team size variable. 

Table Five summarizes all the variables, measures and their sources. 

3.6 SUMMARY 

In this chapter I described the empirical setting for my research. This decision was 

driven by my research question and hypotheses, and consisted of ongoing teams in three 

pharrnaceuticaVmedical products organhtions. These three firms were pre-screened for 

inclusion during the first phase of my research project. I conducted interviews with team 

members from five major multinational phmnaceuticaVmedical products firms (these 

firms were participating in another, larger study of teams). Using the results of these 

interviews, I determined that ttvee of the firms were most appropriate to draw my sample 

of teams fiom because they arc actively involved with teams, and emphasize knowledge 

transfer. Interviewees from these fhns demonstrated that team members are familiar with 

the language of knowledge transfer, and that transfer activity occurs - ensuring variance on 

the dependent variables. Data was collected using two surveys and two sources. Team 

leaden provided the dependent variables and team members provided the independent and 

control variables. Finally, I described the development of the key variables and identified 

control variables included in the analyses. I describe my analysis plan in the next chapter. 



CHAPTER FOUR 

ANALYSIS PLAN 

4.0 INTRODUCTION 

In Chapter Three I discussed the research setting and design I used to collect data. 

Ongoing teams in three large, multinational organizations were sampled for my research. 

Data were collected from team leaders and team members using surveys. In Chapter Four, 

I detail the analysis plan including the measurement, analyses, data aggregation, and 

hypothesis tests. The chapter begins with a discussion of the preliminary analyses, 

followed by a description of the substantive tests. 

4.1 PRELIMINARY ANALYSES 

Descriptive statistics concerning the realized sample, including total sample size 

and response rates, were computed and are reported in Chapter Five. Summary statistics 

including means. standard deviations, and where appropriate, frequencies, were computed 

and are reported in Chapter Five for al l  constructs measured and used in the analyses. 

Descriptive statistics were calculated to describe the achieved sample as well as to examine 

distributions and ranges of variables. 

4-T* 

Schwab (1980) identifies several criteria for empirically evaluating psychometric 

properties and construct validity of measures. These include measures of reliability and 

convergence, and f a o r  analysis. Following these guidelines, statistics were produced and 
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analyzed for all constructs developed here. Where scales were used to measure variables. 

internal consistency reliability was computed (alpha). Alpha is a measure of internal 

consistency, and is a conservative test which sets the upper limit on reliability of a measure 

(Nunally, 1978). High levels of alpha suggest that the items in a scale hold a large 

amount of variance in common. Reliability is important in measures because improving 

the reliability of measures reduces the error variance. Reducing error variance improves 

the ability to detect systematic variance, since unreliable measures attenuate statistical 

relationships. 

Additional analysis of measures was conducted using correIation results and factor 

analysis. As noted earlier, data on the dependent variables were also collected from team 

members. The correlation between team members' responses on the dependent variables 

and the leaders' ratings was used as a measure of congruence/convergence of the ratings. 

A significant correlation would provide additional justification for the use of an expert 

rater for the dependent variable. Finally, where appropriate, scales were subjected to factor 

analysis to assess the degree to which the items within a given scale constitute single 

dimensions as conceptualized. 

z 
As mentioned earlier, the unit of analysis in this study is the team. The 

independent variables were measured at the individual level, and needed to be aggregated 

to fonn team values. In Chapters One and Two, a theoretical basis for team-level 

relationships was developed, and individuals are simply w d  as raters of the team-level 

variables. However, if composite variables arc created by combining individual level, 
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between-groups differences and within-group agreement should be apparent (Ancona & 

Caldwell, 1992:655; George, 1990: 1 LO; Goodman et al., 1990). It is suggested that data 

with strong group-level properties (e.g., more of a variable's total variance due to grc1.1~- 

level properties) suggest strong underlying group processes (Bliese & Halverson. 1998; 

Dansereau, Alutto & Yammarino, 1 984). Therefore, before using grouped data in 

substantive analyses, I performed analyses to assess these properties. 

These tests fell into roughly two categories: (I)  tests that assessed the degree of 

agreement within a single group and (2) tests that assessed between-group variance. No 

consensus exists as to which tests are most appropriate, however, it is suggested that 

researchers use multiple indicators (Klein, Dansereau, & Hail, 1994). Therefore, for all 

aggregated scaled variables, I conducted three analyses to test the degree to which 

composite variables were distinct h m  one team to the next: (1) within-group inter-rater 

agreement with r w ~  (James, Demaree, & Wolf, 1984; 1993); (2) between groups mean 

differences with ANOVA; and (3) intraclass correlation (Glick, 1985). 

Firsf a measure of within-group inter-rater agreement was used to assess the 

degree of agreement within groups. Inter-rater agreement is typically defined as a 

proportion, which in the case of team members (as a set of raters) is the proportion of 

systematic variance in a set ofjudgments in relation to the total variance of the judgments 

(James, et al., 1984:86). I used the coefficient "r" outlined by James, Demam and Wolf 

(1 984) to assess within-team agreement on non-dichotomous scale variables. This 

technique estimates the consistency of ratings of a common target, within a given group. 

Values of -70 or above are considered indicative of adequate within group agreement 
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(George, 1990). Typically, authors report a mean value for their sample for each variable 

considered. The specific formula to calculate "r" for single item scales is: 

For multiple items the formula is: 

rwan = J[1 - (sbar ,: /d~(i )I 1 J[1- ( s ~ Q T ~ ~ Z  I dm )I + (sbmx? I ~ E U  ) 

Where: 

~ W G ( J )  = within-group inter-rater reliability for judges' mean scores on J items. 

sbar .f is the mean of the observed variances on the J items 

J = number of items in the scale 

dEU is the expected variance based on a uaifonn distribution calculated with the formula: 

d, = ( A ~  -1)/12 

A = the number of responses possible (i.e. A for a scale of 1 - 7 would be = 7) 

It has been noted that the James et d. statistic does not work for dichotomous 

variables (response scales with only two response options) (George, 1990). As noted in 

the previous chapter, the measures of interruptions used single items asking whether an 

interruption of a given type occurred in the specified time period. Therefore, within-team 

inter-rater agreement camot be ascertained for interruptions using the .James et al. 

procedure. A literature search did not uncover a solution, and to my knowledge no such 

statistic currently exists (confinned thmugh personal communication with George and 

James). In her 1990 JOMII~ of Applied Psychology article, George simply did not report a 
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measure of within team agreement for the dichotomous variables in her study. W i l e  this 

may be the case, it is inappropriate to simply ignore these variables in the assessment of 

within-team inter-rater agreement. Therefore, I computed a simple within-team ratio of 

agreement for each interruption item. In Chapter Five I report a mean value for each item 

as well as a mean across all the interruption items. This provides a baseline score for 

withinetearn agreement concerning the occurrence of these events. 

In addition to demonstrating within team agreement, it is also important to 

demonstrate between-team variance on aggregated measures. Between-team variance is 

conventionally demonstrated by comparing mean vaIues on the variables across team 

using ANOVA (analysis of variance). If results of the ANOVA indicate that there is 

~ i ~ c a n t l y  greater between-team variance than within-group variance it is an indication 

that the composite scores "reliably represent and distinguish teams" (Ancona & CaldweU, 

1992: 656). At a minimum, evidence for between-team differences is demonstrated when 

the F-value comparing team means on a given variable exceeds 1 .OO (Hays, 198 1). Further 

evidence for between-team differences is given by a statistically significant F-ratio. One- 

way ANOVAs were performed for the variables and results are reported in Chapter Five. 

For the final aggregation test I used an Intra-class Conelation Coefficient 

(ICC). ' As conceptualized by S h u t  and Fleim (1979), this form of the ICC is an index of 

mean rater reliability, and is a Spearman-Brown fonnula (Glick, 1985). This is a scale 

(aggregated measure) reliability. This method is used to demonstrate grouplevel 

tendencies of variables. The formula for ICC(1. k) is as follows: 

ICC(1 ,k) = (BMS - WMS)/BMS 



Where: 

BMS = mean squares between teams 

W M S  = mean squares within teams 

ICC(l,k) is interpreted as the lower bound estimate of the mean rater reliability of 

an aggregated score (Glick, 1985; Shrout & Fleiss, 1979). Glick (1985) argues that any 

such index of reliability should exceed -60 to justify use of an aggregated perceptual 

measure. Results are reported in Chapter Five. 

4.2 SUBSTANTIVE ANALYSES 

4.2. l Correlations 

Correlation coefficients were used to examine the bivariate relationships between 

hypothesized variables. Statistical signif~cance of directional relationships was tested with 

a one-tailed t-test of the correiation coefficient. Statistical significance of all other 

relationships was tested with a two-tailed test of the coefficients. 

Correlation results were also examined for all independent variables to identify 

whether independent variables are inter-comlatad, and if so, subsequently make judgments 

concerning threats of multi-collinearity (Cohen & Cohen, 1975). Greater collinearity 

among the N's decreases the size of F, t and R-squared statistics. Greater collinearity 

therefore decreases the predictability of models and attenuates statistical sign5ca;lce of 

relationships. 



4.2.2 Hv~otheses Tests 

As noted in Chapter Four, my dependent variables (external search for new routines 

and adoption of new routines fiom external sources) were dichotomous. Given these 

dichotomous dependent variables Probitnogit regression (Aldrich & Nelson, 1984) is 

appropriate to estimate the influence of hypothesized variables on the probability that the 

dependent variable equals one. OLS (ordinary least squares) regression is not appropriate 

for dichotomous dependent variables because several of the assumptions of OLS are 

violated. First, dichotomous dependent variables are restricted to be positive and to range 

between zero and one. OLS regression assumes that the dependent variable is continuous 

and ranging fiom negative infinity to positive infinity. At the same time, OLS regression 

puts no restrictions on the values of the independent variables. This creates a problem 

because OLS will produce estimates not constrained to zero and one. Secondly, OLS 

regression assumes that the dependent variable is a linear function of the independent 

variables. Yet Aldrich and Nelson (1984:26) argue that "a priori there is every reason to 

suspect that the expectation of a qualitative variable as a fimctioa of X must be non-linear 

in X." Applying OLS when the linearity assumption does not hold creates serious 

problems in interpreting regression results. While OLS will tend to indicate the correct 

sign of the effect of X on Y, none of the distributional assumptions hold, so statistical tests 

of significance will not hold (Aldrich & Nelson, 1984). 
. 

ProbitlLogit solves this problem by transforming the probability function, and uses 

a maximum likelihood fbnction to create the estimates. The difference between Probit and 
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Logit lies in the particular underlying distribution used to make the transformation. Long 

(1 997: 83) argues that '?he choice between Logit aud Probit models is largely one of 

convenience.. .since the substantive results are generally indistinguishable." For my 

analyses, I use P rob i~  particularly because a few of the analytical extensions I use are more - 

readily performed using Probit modeling in 

Testing hypotheses using Probit regression is straigh~ocward. Variables were 

entered in the same way as in hierarchical regression. That is. fmt a model was run with 

only the control variables. Then, in a second model, the variables for the main effects were 

entered. Finally, a third model was run with the interaction term. Discerning whether the 

impact of a given independent variable on the dependent variable is statistically significant 

is the same in Probit regression as in OLS regression. This is simply done with a t-test of 

the coefficient and by the direction of the coefficient. As a result. support or 

disconfurnation of my hypotheses will be done by examining the coefficients from the 

Probit regression output, subjecting directional hypotheses to a one-tailed t-test. Further 

tests of the hypotheses involved assessing the goodness of fit of the model with the 

explanatory variables compared to the model with only the control variables. Goodness of 

fit is tested in Probit regression by comparing the change in the log-likelihood ratio from 

model to model using a Chi-square test. 

Stafa is the statistical software package used to run the analyses. Stata is a 
registered trademark of the Stata Corporation, College Station, Texas. 



4.3 S m Y  

In this chapter I outlined the analyses I used to prepare the data and to test the 

hypotheses. Basic quantitative descriptions of the realized sample and specific variables 

are provided in the next chapter. Tests of the psychometric properties of the variables were 

also conducted. Individual lwei responses were aggregated to form team values, and tests 

for the appropriateness of aggregation were conducted. Finally, Probit regression was 

employed in hypothesis testing. Support or disconfirmation of the hypotheses was 

determined through a combination of the direction and statistical signifiice of the 

variables' coefficients and the fit of the overall model as  compared to the explanatory 

power of the controls. In the next chapter, I present the results of these analyses. 



CEUPTERFNE 

RESULTS 

5.0 INTRODUCTION 

In Chapter Four, I outlined my analysis plans for aggregating data and testing 

hypotheses. These analyses included quantitative descriptions of the data, tests for 

appropriateness of aggregation, zero-order correlation, and finally substantive tests using 

Probit regression. In this Chapter. I repon the results of those analyses, and where 

appropriate. provide discussion concerning the interpretation of these results. Further 

interpretation and full discussion of the results of the hypothesis tests are provided in 

Chapter Six. 

5.1 DESCRIPTIVE STATISTICS & MEASUREMENT 

sslLhmk 

As noted in Chapter Three, I surveyed teams fiom three different firms, and this 

data collection was connected to a larger study of teams. I administered surveys to 12 

teams in company one, 1 1 teams in company two, and 135 teams in company three. This 

resulted in a total administration to 158 teams. Team ranged in size fiom three to twenty- 

one members. 

The first response rates reported here are team response rates. The rate is the 

percent of teams h m  which I received at least one suwey. The response rate was 92% 

fiom company one (1 1 of 12 teams), 100% from company two (1 1 o f  1 1 teams), and 54% 
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&om company three (73 of 135). The overall team response rate was 60% (95 of 158). 

This represented 458 individuals for an individual response rate of approximately twenty- 

nine percent 

There is no consensus in the literature concerning within-team response rate and 

inclusion in substantive analyses. In recent group-level research, a range of cut-off levels 

has been published. For example, Janz, Colquitt & Noe (1997) used a response rate cut-off 

of a minimum of'?hreen members from a team returning surveys, regardless of team size. 

Teams averaged ten members in their sample, so this criterion for inclusion was 

approximately 30% within team response rate. Alternatively, Ancona & Cafdwell(1992) 

only included teams if 75% of the members responded. This suggests an acceptable range, 

therefore I examined substantive relationships with three different cut-off criteria. These 

criteria are (1) teams with at least two responses received, (2) teams with at least 30% 

within-team response rate, and (3) teams with at least 50% within-team response rate. The 

overall response rate reported above referred to the percentage of teams surveyed from 

which I received at least one survey. To meet the fitst cut-off teams had to have at least 

two respondents. Of the origioal responses, three teams had only oze respondent. I 

removed these three teams from the database. This resulted in a total sample size of 92 

teams with at least two responses (58% team response rate). 58 teams met the second 

criterion of at least 30% within-team response rate (37% response rate), and 36 teams met 

the most stringent criterion of at least 50% within-team response rate (23% response rate). 

I created a variabIe named ' 6Tol  Response Rate" which indicates the overall within-team 

response rate for each team. Creating and including this variable allowed me to select 



cases and run analyses on differing levels of conservatism and test for mean differences 

across response rates. Results are reported for the MI sample, for all teams with at least 

30% of members responding and for all teams with at least 50% of members responding. 

The cut-off levels mentioned in the preceeding paragraph are for member response. 

As noted earlier, the dependent variable was collected from team leaders. In some cases 

where 1 received at least two or more member surveys, the leader did not respond. As a 

result, the number of available teams for the regression analyses is less than the number for 

overall team response rates. The sample size for teams with at least two members and the 

leader was forty-four. The sample size for teams with at least thirty percent of members 

and the team leader was thirty-the. The sample size for teams with at least fifly percent 

of members and the team leader was twenty-two. Because the number of teams in the 

overall sample and the numbet of teams available for the regression runs differs 

sibstantially, I will report all descriptive statistics and preliminary analyses for both the 

full sample (even teams with leader non-response) and the teams with leaders. 

5cLuhmm 

Dependent VariobIla. Information on the dependent variables was collected fiom 

team leaders. This treated the team leader as a key infoxmantiexpert rater. I also included 

the same dependent variable items on the member surveys. Collecting dependent variable 

information from the members as well as the leader allowed me assess construct validity of 

the dependent variable by examining the degree to which the leader responses converged 

with the member responses. Four items concerning search for practices and adoption of 

practices were included on the leader and member smeys. Cornlation coefficients 
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between leader responses and member responses on ail four dependent variable measures 

were positive and statistically significant. The correlation coefficients between leader 

scores and member scores were r = -51 @ < -000) for S 1, r = -50 @ < -00 1 )  for S2, r = .76 

@ < .000) for Al, and r = -68 @ < .000) for A2. These results provide evidence of 

convergence between member and leader ratings of external acquisition activity. In 

addition, I created two summary variables which capture whether either type of search or 
* 

adoption was reported: (1) Any extemal search (coded "I* ifeither S I or S2 were "I"), 

and (2) Any adoption from external sources (coded "1" if either A1 or A2 were "I"). 

The separate search and adoption variables allowed me to examine whether there 

are different relationships between key variables and new general practices verms best 

practices. The summary variables allowed me to run single equations for "any search" or 

"any adoption." The dependent variables consisted of single items with binary response, 

therefore, it was not possible or necessary to conduct factor analyses or internal 

consistency reliability estimates (alpha) on these variables. 

Descriptive statistics for the dependent variables are reported in Tables 1 1 - 16. 

When ones and zeroes are used to score binary items, as is the case for my dependent 

variables, the mean of the item is equal to the proportion of teams with a score of one on 

the item (Pedhaau & Schmellcin, 199 1 : 98). For the first dependent variable, external 

search for practices, the mean value was -38, -43 and .41 in the full database, 30% within 

team response rate cut-off, d 5 0 %  within team response rate cut-off respectively. This 

can be interpreted to mean that 38% to 43% of teams reported external search (depending 

upon the database considered). To examine whether there were statistically significant 



differences in the mean kquencies of occurrence of the dependent variable across the 

within-team response rates, 1 ran one-way ANOVAs with each dependent variable as the 

dependent variable in the ANOVA and total within team response rate as the independent 

variable. Now of the F-values were statistically significant, indicating that the differences 

in the mean values of the dependent variables are not statisticdly significant across the 

three databases considered. Therefore for the remainder of my descriptions in this 

paragraph, I used the mean values horn the largest database (all teams with at least two 

responses). To summarize these findings for external search, approximately 38% of teams 

reported external search for general practices and approximately 48% of teams reported 

external search for best practices. Approximately 33% reported adoption of practices h m  

external sources and 28% reported adoption of best practices from external sources. 

Independent Vi~i;obIa. Three independent variables were included in my 

analyses: (1) time pressure; (2) interruptions; and (3) anticipation of experienced 

interruptions. Measurement of each of these variables is discussed in the following 

paragraphs. 

Time Presswe. Team time pressure was measured on team members only. The 

time pressure scale had an internal consistency score of .93(alpha) and was virtually 

identical in teams with leaden responding (.92) (Table 6). The seven time pressure items 

were also subjected to a principle components factor analysis. Results indicated that the 

seven items load on one factor. Individual scale scores were created taking the mean 

across the seven items. Team scores were then created by averaging individual team 

member scores. Descriptive statistics are reported in Tables 1 1-16. 



As I did for the dependent variables, I also ran a one-way ANOVA using time 

pressure as the dependent variable and total within-team response rate as the independent 

variable. Means showed no statistically significant differences across internal response 

rates. Therefore, again for efficiency, I describe the summary statistics for time pressure 

using the full database. Results for all three databases are reported in Tables 1 1 through 

16. Time pressure had a mean of 5.14 on a scale of 1 to 7, with a standard deviation of -84. 

These numbers were very similar for teams with leaders with a meaa of 5.29 and a 

standard deviation of .66 (Table 12). This indicates that the average team in my sample 

reported moderate to slightly high levels of time pressure in the examined time period. 

Interruptions. The second independent variable, intermptions, consisted of a set of 

potentially interruptive events. While there may be qualitative differences in intmptions, 

I did not posit spec& hypotheses for the different types of interruptions. Instead, I 

operationalized intemptions as the number of these events experienced in the specified 

time period The interruptions items had an internal consistency score of .66 (alpha) and 

was identical in teams with leaders responding (Table 6). I summed the number of 

intemptions reported by each team member and then created a team score by averaging 

the individual scores. Descriptive statistics for all the samples examined are reported in 

Tables -1 1 - 16. 

One-way ANOVA results indicated that the mean values on interruptions were not 

significantly different across within-team response levels. The mean number of 

intermptions reported was approximately 2.76 with a standard deviation of 1.76 flabie 

11). These numbers were very similar for teams with leaders with a meaa of 2.98 and a 
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standard deviation of 1.71 (Table 12). The minimum number of intermptions reported was 

zero. with a maximum number of eleven in the one-month period examined These results 

indicate that the interruptive events examined here commonly occurred, and that they 

varied. considerably across teams. 

Anticipation, The fmal independent variable was a measure of how anticipated the 

experienced inteMptions were. For any "yes" answer for an interruption, the team 

members also answered an additional question asking to what degree they had anticipated 

the interruption. Individual scores were created by taking the mean of the items. Team 

scores were created using the mean of individual team members' scores. Descriptive 

statistics are reported in Tables 1 1 - 16. 

The results of the ANOVA comparing mean levels of anticipation across internal 

response rates indicated that there were no significant differences in the mean scores across 

within-team response rates. The mean value in the largest database (all teams with at least 

two respondents) was 3.33. The descriptive statistics were virtually identical for teams 

with leaders with a mean of 3.43 and a standard deviation of .62 (Table 12). The values 

ranged from one, when experienced intemptions were not well anticipated, to five, when 

intermptions experienced by the team were completely anticipated. This range is narrower 

in the teams with leaders, ranging h m  2.08 to 4.67. 

Contrd Virirrbfs. Descriptive statistics for the control variables are also reported 

in Tables 1 1 through 16. Factor analysis results indicated that all eight decision making 

autonomy items loaded onto one fwtor. Alpha for decision making was .87 in both the full 

sample of all teams and the teams with leader responses (see Table 6). Meau values for 
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decision making autonomy ranged fkom 4.52 to 4.63. Scale scores were created taking the 

average of the items, and team scores were creating by averaging the individual scale 

scores. The five outcome interdependence items also loaded cleanly onto one factor. 

Alpha for the outcome interdependence scale was -77 for all teams and -72 using 

respondents fiom teams with leader responses (see Table 6). Mean values for outcome 

interdependence ranged from 4.49 to 4.72 across the databases. Scale scores and team 

scores were created the same way decision making scores were obtained. Length of time 

the team has existed was calculated as months. The mean length of time the teams existed 

was 7.55 months with a standard deviation of 8.64. The minimum tenure was half a 

month, and the maximum tenure was seventy months. The mean size of the teams was 

approximately ten members with a standard deviation of three. The smallest team in the 

sample had three members and the largest team had twenty-one members. 

5.2 DATA AGGREGATION 

As noted in Chapter Four, I conducted three different tests of appropriateness of 

aggregation: (1) rwG within-group agreement; (2) One-way ANOVA; and (3) intra-class 

correlation. The results of these tests are detailed in the following paragraphs. 

5.2.1 W i t h i n - G r o u m t e r  

Using the procedure detailed by James, Demaree and Wolf (1984; 1993) I 

calculated the inter-rater agreement for all continuous-type interval scales. A cut-off level 

of -70 is given by James et al., (1984) and others (George, 1990) to indicate adequate 

within-team agreement. Typically, researchers report an average value of across 
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groups on each variable. These average values are reported in Table 7 for all teams and in 

Table 8 for teams with leader responses. No values were calculated for the dependent 

variables since the dependent variables were collected &om a single rater -- the leader. 

Within team agreement for time pressure ranged fiom -87 to -90 across the three sample 

cut-off levels. Average values were slightly lower in the teams with leader responses, 

ranging from .80 to -86. Since the James et al. procedure does not work for dichotomous 

variables, for the independent variable interruptions I calculated the percentage of 

members agreeing within each team. The average percentage of agreement for the 

interruption items ranged fiom .83 to .82 across the three sample cut-off levels (Table 7). 

These average values were identical for thesubset of teams with leader responses (Table 

8). The third independent variable, anticipation, had an average within-team inter-rater 

agreement ranging from -79 in the largest sample to -40 in the smallest sample (Table 7). 

These values were considerably lower in the subset of teams with leader responses, ranging 

from -39 to .20 (TabIe 8). 

Outcome interdependence and decision making autonomy were the only control 

variables measured using multiple items with response scales. Therefore, I also calculated 

within-team agreement scores for these variables. Average within team agreement ranged 

from -73 to .80 for outcome interdependence and fiom -57 to -58 for decision making 

autonomy. These results were similar in the subset of teams with leaders flable 8). These 

results indicate that all the independent and control variables except anticipation meet the 

prescribed level for within team agreement in the largest sample, and all but decision 

making and anticipation in the two smaller samples. 



52.2 ANOVA 

The second test for team-level attributes was a one-way ANOVA to test for 

between-group differences in the means of the variables. As noted in Chapter Four. an F- 

ratio of 1 -00 or greater is considered demonstration of between teams differences (Hays, 

198 1). This finding is further strengthened if the F-test is statistically significant ANOVA 

results are presented in Tables 9 and LO. F-values were greater than one and statistically 

significant for all three independent variables and the control variables (in both teams with 

and without leader responses), indicating si@cant mean differences between groups. F- 

values for anticipation failed to reach statistical significance in the subset of teams with 

leaders. 

5.2.3 [ntra-CI- Come- 

The final data aggregation test was the ICC (Intra-class correlation). Gtick ( 1985) 

suggests a cut-off of .60 to indicate within-group agreement and between-groups 

differences. Results of the ICC analyses are reported in Tables 9 and 10. While the two 

previous measures of appropriateness of aggregation (within-team inter-rater agreement 

and ANOVA) generally supported the appropriateness of aggregation, the ICC results are 

mixed. [CC scores for interruptions ranged fiom .33 in the 111 database to .SO in the 

database with at least 50% within team response rates. Time pressure scores were similarly 

mixed, although generally higher, ranging fiom -49 to -55 (approaching the prescribed cut- 

off level). ICC scores on anticipation ranged fiom -78 to -85. In the subset of teams with 
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leader responses. these values decrease across the board and all of the ICC scores drop 

below the -60 cut-off level (Table 10). 

I f  these results are taken together for all teams in the sample, aggregation of 

interruptions is supported by two out of the three indicators, aggregation of time pressure is 

supported by two of the three indicators, aggregation of anticipation is supported by two of 

the three indicators. Taken together, these results provide support for aggregating 

individual Ievel responses to the independent variables to grouplevel constructs. Given 

these results, I proceed using the group-level variables in ail funher analyses reported in 

the following paragraphs. Results for anticipation in the leader subset are below cut-off 

levels, suggesting within-team urnliability in this variable. This may attenuate 

relationships and will be considered when evaluating results. 

5.3 CORRELATION RESULTS 

Correlation coefficients for all variables are reported in Tables 17 - 22. Tables 1 7 - 

19 report the correlation coefficients for all teams meeting the various within team 

response rates. Tables 20 - 22 report these values for the subset of teams with leaders 

responding. Note that the correlations between the independent variables and dependent 

variables and between the control variables and the dependent variables will remain the 

same between the subset of teams and the entire sample of teams bccause these an 

pairwise correlations and those teams without leader response would be dropped from the 

analyses using the dependent variables because the data would be missing. 



I conducted the same correIation analyses for all three databases to examine the 

sensitivity of the coefficients and statistical significance to sample size. First, in Table 17 

(and Table 20 for the corresponding analyses with the subset of teams with leader 

responses), I ran the analyses with the entire sample. which includes ail teams with at least 

two responses. In Table 18 (and Table 21), I report these results using only teams with 

30% or more within-team response rate, and in Table 14 (and Table 22) results using the 

most conservative cut-off - only teams with 50% or more within-team response rate. L 

shaded the cells with statistically significant coefficients to make it easy to visually 

examine the panems of statistical significance across the databases. The pattern is nearly 

identical across the three Tables. The main change is that fewer of the relationships are 

statistically significant going from the largest sample (35 statistically significant 

coefficients) to the smallest sample (27 statistically siwicant coefficients). The reduction 

in the number of significant relationships in the smallest sample makes sense given that 

there is likely to be less power and there is less variance in the independent variables in the 

smaller sample, making it more difficult to detect statistical significance of the coefficients. 

Overall, the zero-order comiations with the dependent variables were very similar across 

the three different databases. 

I first used correlation results to examine the bivariate relationships identified in the 

hypotheses. I address each of these relationships in turn, then use the correlation results to 

examine collinearity among the independent variables. 

Hypothesis la suggested that teams experiencing higher time pressure are less 

likely to engage in extemal search for practices. In all but one bivariate case, the direction 
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of the correlation between time pressure and the external search variables was positive - 

opposite the direction hypothesized. None of the coefficients between time pressure and 

external search were statistically significant 

Hypothesis t b suggested that teams experiencing higher time pressure are less 

likely to adopt practices &om external sources. In all three databases, all relationships 

between time pressure and the adoption variables were positive, and using the full sample, 

these correlation coefficients were also statistically significant: (I) Time Pressure and 

External Adoption of Practices (r = .27, p < .076, n = 43); (2) Time Pressure and External 

Best Practice Adoption (r = .32, p < .038, n = 43); and (3) Time Pressure and Any External 

Adoption (r = -26, p < -094, n = 43). AU of these tests were two-taiIed- 

Hypothesis 2a suggested that teams experiencing more interruptions are more 

likely to engage in external search for practices. Across all three databases, the correlation 

coefficients between interruptions and the search variables were in the hypothesized 

direction - positive. However, none of the coefficients were statistically significant. 

Hypothesis 2b suggested that teams experiencing more intemptions are more 

likely to adopt practices fkom external sources. In all three databases, the correlation 

coefficients between Interruptions and the three measures of External Adoption were 

positive and significant (using a ow-tailed test). These values are as follows for each of 

the databases respectively: (1) Interruptions and Extemal Adoption of Practices A1 (r = 

.33, p < .016, n = 43; r = .34, p < -027, n = 33; r = -37, p < .W, n = 22); (2) 

Interruptions and External Adoption of Best Practices A2 (r = -43, p < .002, n = 43; r = 

.48, p < .003, n = 33; r = 56, p < .W, n = 22); and (3) Interruptions and Any External 
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Practice Adoption A1 or A2 (r = -31, p , -024 n = 43; r = -3 1, p < -041, n = 33; r = -34, p 

< -064, n = 20). 

The fmai hypotheses, H2c and H.24 concerned the impact of the anticipation as a 

moderator of the relationship between interruptions and external acquisition of practices. 

Testing these hypotheses requires the use of an interaction term in regression equations. 

however, the correlation coefficients between anticipation and the dependent variables 

were not statisticdly significantg 

Bivariate correlation coefficients can also be used to examine the threat of multi- 

collinearity in multiple regression. Mdti-collinearity refers to correlation among 

independent variables. Intemptions and time pressure are not inter-correlated. The 

interruptions variable had only one statistically significant correlation with a control 

variable (Interruptions and Outcome Interdependence). Anticipation is correlated with 

outcome interdependence, team size, and company one. Decision making autonomy is 

correlated with most of the control variables as well as time pressure. These results 

indicate that there is some degree of wllinearity between the control variables and between 

the control variables and predictor variables. The results for the subset of teams with 

leader responses are very similar, and in general, the teams that will be used in the 

regressions have a few more statistically significant correlations among the independent 

variables and control variables (approximately one to four more depending upon the 

sample size) as reported in Tables 20 - 22. 

The most important problem presented by rnulti-cokearity is that multi- 

collinearity reduces the dependent variable variance explained relative to what would be 
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the case if the independent variables had the same simple relationships with the dependent 

variable, but little or less collinearity. As the conelation between any independent variable 

and other independent variables in a regression equation increases, the standard error of the 

partial coetticient increases, reducing statistical power. If variables have a theoretical 

reason for being in the model. they should remain in the model even if they are correlated 

(Schwab, 1999). The main interpretation is that if variables ace highly collinear, results 

would be improved with a Iarger sample, because the increase in standard errors of the 

partial coefficients associated with the collinear independent variables reduces statistical 

power (Schwab. 1999). 

In summary, the zeroorder correlation results suggested support for Hypothesis 2b 

and also demonstrate that there is some degree of multisollinearity among the independent 

variables and the control variables. The multicollinearity is not severe. however it does 

exist and therefore should be considered when interpreting the results of the multiple 

regressions reported in the next section 

5.4 REGRESSION RESULTS 

As noted earlier, because the dependent variables are dichotomous, a regression 

technique that accounts for the restricted left-hand side (0 or 1) must be used. I used Probit 

regression models (Aldrich & Nelson, 1984) to test the hypotheses. Probit regression uses 

a maximum likelihood estimation and predicts the occurrence of an event (assigned a value 

of one). Hypothesis tests an conducted primerily by examining the dimtion and 

significance of the regression coefficients (identical to the interpretation used in OLS 

regression). An additional test can k conducted to examine the joint effect of additi0118L 
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predictor variables above and beyond the control variables (similar to a hierarchical OLS 

regression). This test is conducted by examining the change in log likelihood between the 

control model and the full model. This "goodness of fit" is tested using a statistic 

calculated by taking -2 times the change in log likelihood. This statistic is approximately 

chi-square distributed with two degrees of fieedom. 

The remainder of this section is organized as follows. I describe the Probit 

regression results for each of the six dependent variables in turn. Within each vangable 

description, I discuss results for all three databases, with emphasis placed on whether the 

results were consistent across the sample sizes. In ail cases, the regressions were run with 

four models. First, the control variables were entered. Then in the second model, the two 

main independent variables were entered (Time Pressure and Interruptions). In the third 

model anticipation was added, and finally in the fourth model the interaction term 

(Anticipation X Intermptions) was added. Results of these models are described in the 

following sections. 

5.4.1 R-or r 
D V = Any fiternd Search (SI or S2). Regression results for this dependent 

variable are reported in Tables 23,24, and 25. In the fist step, the control variables were 

entered. The coefficients for two controls, Company 1 and Team Size, were statistically 

simcant in the ill sample. Company 1 remained siflcant in the middle database 

(Table 24). 

In the second step, time pressure and interruptions were entered. The coefficient 

for time pressure was positive aud not statistically significant in the two larger databases 



(Tables 23 & 24). The coefficient for time pressure is negative (in the hypothesized 

direction) in the smallest database (Table 23), but not statistically significant. The 

coefficient for interruptions was positive in all three databases and was statistically 

significant (one-tailed test) in the two more conservative databases (>=30% within team 

response rate and >=SO% within team response rate) with coefficients and p-values of -459 

(p < -08) and 1.05 (p < -067) respectively. These results support tI2a but do not support 

Hla- 

Further evidence concerning the independent variables can be obtained by 

examining the goodness of fit of the model after the independent variables have been 

entered. As mentioned earlier, this is done by testing the statistical significance of the 

change in log Likelihood between the two models. The change in log likelihood between 

the control variable model and the predictor model was statistically significant in the most 

conservative database @ < .LO), but not sign5cant in the other two models. 

The find step was to address the interaction between intemptions and anticipation. 

To do this, first I added anticipation as a main effect, then in the final step, I added the 

interaction term. This coefficient was positive (opposite the hypothesized direction) and 

was not statistically significant. The change in Log likelihood also was not significant. 

These results do not support H2c. 

DV = External Practice &arch (SI). Regression results for this dependent 

variable are reported in Tables 26,27, and 28. In the first step, the control variables were 

entered. None of the control variable coefficients were statistically significant 
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In the second step, time pressure and interruptions were entered. The coefficient 

for time pressure was not statistically significant across all three databases, however, in the 

two more conservative databases, the coefficient was negative as hypothesized. The 

coefficient for interruptions was positive and statistically significant (one-tailed test) in all 

three databases (Full Sample, >=30% Within Team Response Rate, and >=SO% Within 

Team Response Rate, respectively), with coefficients and p-values of b = 239, p < -09; b 

= .421, p < -078; and b = 1.1 1, p < -037. These results support K2a but do not support 

Hla Fuaher evidence concerning the independent variables can be obtained by examining 

the goodness of fit of the model after the independent variables have been entered. 'The 

change in log likelihood between the control variable modei and the predictor model was 

statistically signiscant in the most conservative database @ < .05), but not sigdlcant in 

the other two models. These results support H2a but do not support H l a  

Again, the final step was to address the interaction between interruptions and 

anticipation. To do this, first I added anticipation as a main effect, then in the ha1 step, 

added the interaction term. The coefficient was positive in the two larger databases. 

opposite the hypothesized direction (Table 26 & 27). and negative in the most conservative 

database (Table 28). but not statistically significant. The change in log likelihood also was 

not significant. H2c was not supported. 

DV = External Best Practice Search (S2). Regression ~esults for this dependent 

variable are reported in Tables 29,30 and 3 1. Again, in the first step control variables 

were entered. The coefficients for two controls, Company 1 and Team Size, were 



statistically significant in the full sample. Company 1 remained at least marginally 

significant across all three databases. 

In the second step, time p m s u n  and intemptions were entered. The coefficient 

for time pressure was not statistically significant across all three databases. however, in the 

most conservative database, the coefficient was negative as hypothesized but not 

statistically significant. The coefficient for interruptions was positive and statistically 

significant (one-tailed test) in the two more conservative databases (Full Sample, >=30% 

Within Team Response Rate, and >=50% Within Team Response Rate, respectively), with 

the following coefficients and p-values b = .459 (p < .OS), and b = L .05 ( p < -067). These 

results support H2a but do not support H l a  The change in log likelihood between the 

control variable model and the predictor model was statistically significant in the most 

conservative database. 

The final step was to address the interaction term. The coefficient was positive and 

not significant in a l l  three databases. The change in log likelihood also was not significant. 

These results also do not support H2c. 

for -on 

DV = Any ExtemaI Practice Adopiion (A1 or A2). Regression results for this 

dependent variable are reported in Tables 32,33, and 34. Control variables were entered in 

the fist step. Across all three databases, none of the control variables were statistically 

significant . 
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Time Pressure and Interruptions were entered into the next step to test the main 

effects of these two independent variables. T i e  pressure had a positive coefficient across 

all three databases (opposite that predicted in Hlb), and was significant in the 111 sample 

(b = .934, p < -07, two-tailed). The coefficient for Interruptions was positive and 

statistically sigdicant in all three databases (Full Sample, >=30% Within Team Response 

Rate, and >=SO% Within Team Response Rate, respectively), b = -376, p < -024; b = -453, 

p c -073; and b = -591; p < -042. These results support H2a but do not support HIa. As 

noted in the results for the search variables, M e r  evidence concerning the independent 

variables can be obtained by examining the goodness of fit of the model after the 

independent variables have been enteted The change in log Likelihood between the control 

variable model and the predictor model was statistically significant in fill database @ < 

.05, Table 32) and in the middle database @ < -10, Table 33). but not si@cant in the 

smallest sample. 

The interaction tern was addressed in the fural steps. This coefficient was positive 

across all three databases, and was marginally significant in the largest database (b = -75. p 

< .lo, Table 32). However, the change in Log likeiihood was not significant in any of the 

models. These results do not sup- H2d. 

D V = Exterd Practice Adoption (A I). Regression results for this dependent 

variable are reported in Tables 35,36, and 37. Control variables were entered in the first 

step. Outcome Interdependence was significant in the full database, but not statistically 

significant in the two more conservative databases. Across all three databases, none of the 

remaining control variables were statistically significant. 
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Time Pressure and Interruptions were entered into the next step to test the main 

effects of these two independent variables. Time pressure had a positive coefficient across 

all three databases (opposite that predicted in Hl  b), and was statistically significant in the 

Nl sample (b = 1.23, p c -042). The coefficient for Interruptions was positive and 

statistically significant in ail three databases (Full Sample, >=30% Within Team Response 

Rate, and >=SO% Within Team Response Rate, respectively), b = -392, p < -022; b = 1 -3 9, 

p < -083; and b = 1.63; p < -052. These results support H2a but do not support H l a  The 

change in log Likelihood between the control variable model and the predictor model was 

statistically significant in all three databases lending W e r  support to H2a. 

The final step was to address the interaction between anticipation and interruptions. 

The coefficient for the interaction term was positive and not significant in any of the 

models, nor was the change in log likelihood. HZd was not supported. 

DV = Errernal Best Practice Adoption (At). Regression results for the h a 1  

dependent variable are reported in Tables 38-39, and 40. Control variables were entered in 

the fist step. Across all three databases, none of the control variables were statistically 

significant 

Time Pressure and Intemptions were entered into the next step to test the main 

effects of  these two independent variables on external best practice adoption. Time 

pressure has a positive coefficient in the two larger databases (opposite that predicted in 

Hl b), and was statistically significant in the fbll sample (b = 1.0 1 p < -074). In the most 

conservative database (Tabk 40), the Time Pressure Coefficient is negative (in the 

hypothesized direction), however, it is not significant, even with a one-tailed test. The 
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coefficient for Interruptions was positive and statistically significant in all three databases 

(Full Sample, >=30% Within Team Response Rate, and >=50% Within Team Response 

Rate, respectively), b = 2.58, p < -005; b = 1.10, p < -0 17; and b = 1.78; p < -03 8. These 

results support H2a but do not support Hla. Furthennore, the change in log likelihood 

between the control variable model and the predictor model was statistically significant in 

all three databases lending fbrther suppoaro H2a 

The f ind step was to examine the interaction. The coefficient was positive in the 

two larger models and was statistically significant in the largest sample (b = 1.89, p < .LO. 

Table 38). The change in log likelihood was also statistically significant in the full sample. 

Models three and four are not reported for the smallest database on this dependent variable 

because Stata failed to estimate a maximum likelihood model. This failure was indicated 

by output containing extremely large standard errors for most variables and missing values 

for others. This indicates that there is multi-collinearity among the independent variables 

and low variance on the dependent variables, which with this small sample (n = 20). Stata 

is unable to disentangle the effects of this set of variables on the dependent variable. 

Given the results from the two larger databases. H2d was not supported. 

5.5 ADDITIONAL ANALYSES 

While L focused explicitly on team external acquisition of routines, it may be that 

teams also engage in internal development of routines. I noted in Chapter One, that the 

organizational learning literatwe suggests that new knowledge can be either created 

internally or acquired from external sources. In my sample. a significant number of teams 

reported engaging in external search and adoption of routines. However. these fmdings 



may be insignificant if many more teams report internal acquisition of routines. Also. it 

may be interesting to examine the way in which the variables I identified in my hypotheses 

relate to internal routine development activities. Given these issues. I conducted some 

additional analyses to examine these questions. I included a set of questions asked to team 

members concerning the effort they expended in the specified month for knowledge 

acquisition and development activities. Among these questions, I asked one question 

concerning effort expended on the internal development of routines (See Appendix C). 

This question, unlike my dependent variables, was answered on a 5-point Likert-typ scale 

where 1 = no effort, 2 = a very low amount, 3 = a little. 4 = a moderate amount. 5 = a very 

high amount. The mean score for the subset of teams with leader responses on this item 

was 2.70 with a standard deviation of .78. Translated back to the response scale. this 

means that the average team reported between "a very low amount" and "a little" effort 

expended on internal development or modification of routines. While it is difficult to 

directly compare these values to the dichotomous msponses for the leader reported external 

acquisition items. it is clear from these values that teams are not reporting high levels of 

internal knowledge devlepment activities in the co~esponding time period as the external 

acquisition activities were reported Further understanding of these activities is provided 

by the frequencies of occurrence. 1 1% of teams reported no activity in internal 

development or modification of routines, 36% of teams reported "a very low amount" of 

effort. 38% of teams reported "a little" effort. 13.83% reported "a moderate amounte1 of 

effort. and only 1% reported "a very high amount of effort." 
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In addition to the descriptive statistics reported in the previous paragraph. I ran a 

set of correlation analyses to examine the relationships between internal creation and 

modification of routines, to the dependent and independent variables in my study. Across 

the three databases, the relationship between internal development of routines and the six 

external acquisition dependent variables was not statistically significant This suggests 

that teams may discriminately engage in the two types of activities. Across aIl three 

databases, the correlation coefficients between interruptions aad the internal development 

variable were positive, and in the two larger databases, these coefficients wen statistically 

signficant. These results suggest that intemptions also have a positive effect on effort 

expended in internal development of routines as well as external acquisition. Finally. 

across all three databases, the correlation coefficients between internal development of 

routines and time pressure were negative, but only one reached statistical significance. 

The results of these additional analyses suggest that the teams do engage in internal 

development of routines. 89% reported some activity - not an insignificant number - 
however, of these, the majority reported very little effort applied to the internal 

development of routines. As noted above, since this item was not measured in the same 

way that external acquisition was, it is difficult to directly compare. Even so. the two key 

independent variables, time pressure and interruptions, have similar relationships with 

internal development as they did with external acquisition. 



5.6 SUMMARY 

In this chapter I described the results of the analyses. The overall team response 

rate was sixty percent I conducted analyses with three different cut-off criteria for within 

team response rates: (1) teams with at least two responses (resulted in a 58% team 

response rate), (2) teams with at least thirty percent within-team response rate (resulted in a 

37% team response rate), and (3) teams with at least fifty percent within-team response 

rate (resulted in a 23% team response rate). 

All variables were examined for psychometric properties. All scale variables 

demonstrated adequate internal consistency reliability. All scale variabfes also loaded 

cleanly onto single factors representing the underlying constructs. ANOVA results did not 

demonstrate any mean differences in the independent variables across sample cut-off 

levels, lending credibility to the use of more lenient cut-off levels in subsequent analyses. 

Three tests of the appropriateness of aggregating individual level responses to team level 

variables were conducted. While results were mixed for some variables, all independent 

and control variables met at least two out of three criteria for aggregation, and I used the 

aggregated variables in all subsequent analyses. 

Hypothesis tests were conducted using Probit regression. Four different models 

were run on three dierent databases for each of the six dependent variables. I summarize 

these analyses and their implications for my hypotheses in the following paragraphs. 
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Hypotheses la and i b concern the effect of time pressure on teams' external 

acquisition of routines. Hypothesis la suggested that time pressure would have a negative 

effect on external search for routines. Results across the databases and the dependent 

variables were mixed. In five of the nine models the coefficient was positive and not 

statistically significant. However, in four of the nine models, the coefficient was negative, 

as predicted, but not statistically significant (see Tables 25,28 & 30). These results are 

equivocal and do not support Hla 

Hypothesis 1 b suggested that time pressure would also have a negative effect on 

adoption of routines from external sources. Results across the three databases and three 

dependent variables were opposite the predicted relationship. In eight of the nine models, 

the coefficient for time pressure was positive. Furthermore, this coefficient was 

statistically significant (two-tailed test) in three of these models (see Tables 32,35 & 38). 

These results do not support Hlb. 

Hypotheses 2a and 2b concern the effect of interruptions on teams' external 

acquisition of routines. H2a suggested that teams experiencing more interruptions are 

more likely to engage in external search for routines. Results across the three databases 

and three dependent variables for external search were ail in the predicted direction, 

positive. Furthermore seven of nine of these coefficients were statistically significant 

(Tables 24,25,26,27,28,30 & 3 1). These resuits support H2a 

Hypothesis 2b suggests that teams experiencing more interruptions are more likely 

to adopt new routines from external sources. Results across all three databases and all 

three dependent variables for adoption from e x t d  sources were in the predicted 
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direction, positive. Furthermore, all nine of these coefficients were statistically significant 

(see Tables 32-40). These results support H2b. 

The final set of hypotheses, H2c and H2d concern the effect of anticipation on the 

relationship between intemptions and external acquisition of routines. H2c concerns this 

relationship with external search and suggests that when interruptions are anticipated. they 

will not increase the iikeiihood that teams engage in external search. Across eight of the 

nine models the coefficient was positive and not significant- These results did not support 

H2c. H2d suggests that when intemptions are anticipated, they wiU not increase the 

likelihood that teams adopt new routines fkom external sources. Across the eight 

databases, the coefficient for the interaction term was positive. The coefficient was also 

statistically significant in two of the models (see Tables 32 and 38). These results did not 

support H2d. 

In sum, of the six hypotheses posed in Chapter Two, only the two hypotheses 

concerning the effect of Interruptions on teams' external acquisition of work routines were 

supported. The remaining hypotheses, Hla, HI b, H2c and H2d were not supported. In the 

next Chapter I will discuss these findings at greater length, providing additional 

interpretation. I will also address the impact of these findings on current literature as well 

as future research. Finally, I will discuss the limitations of this study. 

End note 
James et al. (1984) suggest that it may be appropriate to de-emphasize the KC results. 
Specifically, they argue against using ICC because if judges in a single team agree on most 



responses to items, there may be a severe restriction of range in the data Such agreement is 
necessary to achieve high levels of the CCC. KC is insensitive to degrees of agreement, rather 
relying on absolute levels of agreement, CCC treats agreement as an all-or-nothing phenomenon 
with no room for partial or incomplete agreement, They provide the example of an ICC on a scale 
where one team member answers "4" and another answers "5." James et al- demonstrate that this 
circumstance would be treated as dkagreement by ICC, but that most people would feel that this 
represents at least 'bactial agreement'. because it is a response scale. As a result, when team 
members answer items on a 7-point scale, ICC wiII not achieve high values if team members' 
answers vary across several response levcis, but genedly clustering around a similar value. 7%is 
poses a difficuit problem in determining what really is "enough" agreement among team members- 
If asked about their team's time pressure and all answer behrveen 5 and 7 (the upper end of the 
scale), is this agreemefit or disagreement? Do they all need to answer the same to constitute a 
reliable score? This is a question open to fiuther debate. Finally, it has also been noted that 
ICC(l ,k) increases as the number of raters increases- My sample includes many teams with a small 
number of raters (i.e. less than five). This could be another reason why the ICC values are just 
below the .60 threshold suggested by Glick James et al. (1984) conclude that greater emphasis 
should be placed on the reidired within-group rater agreement, informed by the iCC results. 



CHAPTER SIX 

DISCUSSION & CONTRrBUTlONS 

6.0 INTRODUCTION 

In this last chapter I summarize and discuss the results of the study. I begin with a 

review of the hypotheses and the resuits of the hypothesis tests. Then I discuss 

implications of these results for the three theoretical domains identified in Chapter One. 

After this, I discuss limitations of the study. The chapter is concluded with suggestions 

for hture research, and practical implications of the findings. 

6.1 REVIEW OF RESULTS 

The objective of my research was to examine the influence of two team contextual 

factors - time pressure and interruptions - on teams' acquisition of routines fiom external 

sources. This objective addressed three theoretical domains: (1) team routines, (2) 

organizational learning and knowledge transfer, and (3) team boundary spanning. I 

focused on routines as procedural knowledge and drew on literature concerning the 

emergence, maintenance and change of routine behaviors. I hypothesized three sets of 

relationships. Fim I hypothesized that higher levels of time pressure would reduce the 

likelihood that teams acquire routines fkom external sources. In the second set of 

hypotheses, I argued that interruptions would increase the likelihood that teams acquh 

routines fiom external sources. F W y ,  in the third set of hypotheses, I suggested that 

anticipation would moderate the effect of interruptions on e x t d  acquisition of routines. 
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In the following sections I s m  and comment on the results of the tests of each set in 

6.1.1 T h e  mm 
1 hypothesized in Hla and Hlb that teams experiencing higher levels of time 

pressure would be less likely to either search for or adopt new routines fiom external 

sources. Hla was not supported. Across the three search dependent variables and the 

three databases, none of the coefficients for time presswe was significant, and in five of 

the nine equations, the coefficient was positive - opposite the hypothesized direction. 

In HI b I hypothesized that the rrlatiomhip between time pressure and adoption of 

routines from external sources would also be negative. Across the nine equations for 

external adoption, the coefficient for time pressure was positive in eight of the equations. 

In three of these equations, the positive coefficient was also statistically significant in a 

two-tailed test (see Tables 32,3 5, and 38). ALL three of these equations are in the largest 

database (at least two responses fiom a team). The failure for the positive coefficients to 

reach significance in the smaller databases may be due to low statistical power given the 

small sample sizes and eight predictors in the equations. The zero-order correlation 

coefficients between time pressure and the adoption variables were also positive and 

statistically significant 

These results indicate that time pressue is related to the adoption of routines fiom 

external sources, but that the relationship is opposite the hypothesized negative direction. 

The effect of time pressure on e x t e d  search is unclear. No clear support for Hla was 

found. 



§.1*2 InkmWhm 

I hypothesized in H2a and H2b that teams experiencing more interruptions will be 

more likely to either search for or adopt new routines from external sources. Generally. 

H2a was supported. In all nine equations the coefficient for the relationship between 

interruptions and extemai search was positive. Seven of these coefficients were also 

statistically significaat Three of the equations also had signif~cant improvement in model 

fit over the control variables alone (see Tables 25,28 and 3 1). It is worth nothing that the 

larger databases tended to exhibit water  urnliability in inter-rater agreement. This 

unreliability may have contributed to the failure for the change in log likelihood to reach 

significance in the larger databases, since unreliability inflates standard errors and 

attenuates relationships. 

In H2b I hypothesized that interruptions would also have a positive effect on the 

likelihood of adoption fiom external sources. HZb was strongly supported. The 

coefficient for intemptio~l~ was positive and statistically significant across all nine 

models. The change in log likelihood as an indicator of model fit was statistically 

significant in eight of the nine models, and inbe one model where it failed to reach 

significance, it was just off the required chi-squared level needed. See Tables 32 through 

40 for these results. 

Taken in combination, the results for H2a and H2b indicated that are importantly 

related to teams' external acquisition of routines. The more interruptions a team 

experiences in a given time period, the more likely that the team both searched outside its 

boundaries for new mutines and adopted routines fkom those external sources. 



6.1.3 * *  

In the fmal two hypotheses, H2c and H2d, I suggested that a characteristic of 

interruptions. anticipation, may be an important moderator of the effect of interruptions on 

extemal acquisition of routines. Specifically, I suggested that when interruptions are 

anticipated, they will lose novelty and will be less Likely to lead to external search for 

routines (H2c) or adoption of routines from extemal sources (H2d). The coefficient for 

the interaction term was positive (opposite the predicted direction) in all but one of the 

equations. In two of the equations, the positive coefficient was also statistically significant 

(see Tables 32 & 38). These results did not support H2c or H2d. At least for this sample, 

it appears that intemptions are related to extemal search and adoption from extemal 

sources regardless of the level of anticipation. 

6.2 THEORETICAL IMPLICATIONS 

The results described in the previous section have implications for three theoretical 

domains: (1) team-level routines; (2) knowledge transfer; and (3) team boundary-spanning 

activities. First, this research provides one of only a h a n W  of empirical studies 

concerning changes in team-level routines conducted to date. Previous research on 

routines has demonstrated that teams develop routines and routines are often maintained 

(Dougherty, 1992, Gersick, 1988,1989; Gersick & Hackman, 1990: Hackman & Morris, 

1976; Kelly & McGrath, 1985). Despite recognition that it may be crucial for teams to 

acquire new routines, our understanding of covariates to changes in routines remains weak. 
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The results of my study provide empirical evidence concerning two potential 

covariates to acquisition of routines. First, previous theory and research findings 

suggested that time pressure would have a negative effect on external acquisition activities 

(e-g. Goodman, 1996; Betsch et al, 1998). that under time pressure, it may be more likely 

that teams will maintain their routines. My results conceming the effect of time pressure 

on external search were equivocal. These &dings suggest that time pressure may not 

negativeIy affect search in that teams may be just as likely to search for new routines 

during periods of high or low time pressure. Only one previous study explicitly examined 

the relationship between time pressure and routines (Betsch, et al., 1998). This study 

found that under time pressure individuals are more likely to maintain their routines. My 

results are contrary to research conducted at the individual level of analysis and suggest 

that perhaps the relationship between time pressure and external information search may be 

different at the group versus the individual level of analysis. 

Also contrary to the previous research, my results provide some support for a 

positive effect of time pressure on external adoption of routines. These findings again run 

counter to previous theory which would suggest that under time-related stress, systems will 

tend to maintain well-learned behaviors and will be unlikely to attempt change. However, 

these findings may be consistent with another line of reasoning promoted by McGrath 

(1991) in which he argues that when time is scarce, less time will be devoted to planning 

and creating strategies for perfomrance, and more time will be devoted to acting and 

performing. Put into the language of routines, it may be that when time is scarce, teams 

will not devote scarce temporal resources to intend development of new work routines. 
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but will instead go outside theu boundaries and "grab" a satisfactory option. Taken 

together, these findings suggest that time pressure may indeed have an effect on teams' 

acquisition of routines. However, these results are mixed and need fkther testing, as will 

be discussed in the limitations and fbture research sections beIow. 

My results concerning the effect of interruptions on external acquisition also extend 

the literature on team-level routines by providing an empirical test of the effects of 

interruptions on the acquisition of routines. Several authors have theorized the need for a 

disruption to provoke mindrl attention to routines, and to subsequently aigger changes in 

routines, but no direct empirical evidence for teams existed prior to this study. My 

findings suggest that interruptions may be an important factor in predicting the likelihood 

that teams engage in e x t e d  acquisition of routines. Interruptions may influence changes 

in routines. Specifically, in a given time period (here a month), teams experiencing more 

interruptions were more likely to acquire new routines from external sources. This finding 

suggests that external acquisition of routines is linked to interruptive events. This provides 

empirical support to theory about team-level routines. 

Taken together, my findings concerning time pressure and interruptions suggest 

that examining the covariates to acquisition of routines is important. The results also 

respond to calls to make issues of time more explicit in a wider range of o r g ~ t i o n a l  

behavior research. Finally, my results extend the routines Literature by examining the 

relationship between interruptive events and changes in routines in ongoing teams 

embedded in an organizational context. The little empirical work existing prior to this 

study concerning teams and routines (e-g. Gersick, 1988, 1989) focused mainly on short- 



term teams (e-g. task forces) or finite, one-time experimental teams. My results suggest 

that the relationship between theorized triggers to changes in routines extend to ongoing 

work teams. 

In addition to contributions to the team routines literature, my research also extends 

the knowledge transfer literature by addressing antecedents to transfer and by specifically 

examining team-level transfer. Furthermore, my study provides an empirical test of 

knowledge transfer activities. Very few empirical studies currently exist in the 

organizational learning and knowledge management literature. My findings suggest that 

knowledge acquisition activities, here in the form of acquisition of work routines, are 

common at the team-level. Empirical demonstration of these actions at the team-level 

points out that this level of analysis is an important overlooked area in the knowledge 

transfer literature. Furthermore, the fmdings that time pressure and are related to 

knowledge transfer indicates that these are important constructs for the knowledge transfer 

literature to incorporate. 

Finally, my research extends the team boundary spanning theory by identifying and 

testing two potential predictors of a specific boundary spanning activity - external 

acquisition of routines. Prior to this study, little conceptual or empirical attention had 

been given to the triggers to boundary spanning or timing of team boundary-spanning. 

Prior research focused on describing boundary spanning activities and demonstrating that 

they influence team performance. However, little attention was given to antecedents to 

these activities. This is a shortcoming in the theory because it is important to understand 

why activities occur in order to understand how interventions may be possible, or when 
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boundary spanning is effective or not as a response to triggers. Furthermore. as was the 

case in the team routines literature, very few empirical studies exist testing boundary 

spanning activities, and in the existing studies, the teams sampled have typically been 

short-term teams. This study extends boundary-spdg research to ongoing work teams. 

I found that boundary-spanning, here in the specific form of crossing team boundaries to 

acquire routines, is common in ongoing work teams. This suggests that boundary spanning 

theory and findings fkom the previous studies may have important implications for a wide 

variety of teams. 

While this research makes a co~tribution to theory in three areas, the results must 

be interpreted with caution. As with any study, this project has its limitations. In the next 

section, I highlight the main limitations and then provide suggestions for future research 

that build off the findings and the limitations. 

6.3 LIMITATIONS 

This research has many limitations. As noted in the previous section, this research 

is one of the first empirical studies of team-level routine acquisition. In many ways this is 

exploratory research and is limited by that fat. In this section I discuss the major 

limitations and make suggestions for fbture research based on them. 

The results reiported here are cross-sectional. Cross-sectional research does not 

allow causal relationships to be established. An empirical relationship was demonstrated, 

but hture research must include longitudinal work to dissect the causal paths between 

these variables. Furthermore, there may be lagged effects of the variables included in this 

study. I asked respondents to provide infomation on the independent variables and the 
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dependent variables in a single month. I t  is plausible that the effects of time pressure or 

interruptions may manifest themselves in later time periods, or that the effects may be 

different in the concurrent time period from lagged time periods. Future work using 

longitudinal designs should test these possibilities. 

Another limitation of this study is the type of teams included and the industry 

context Future research should examine the generalizability of the results reported here to 

groups in other settings with more or less time pressure or interruptions. Higher natural 

levels of time pressure among the teams I sampled may reduce the ability to predict 

knowledge acquisition activities due to restriction of range. Variation in time pressure 

across time periods may also be important, It may be that some types of teams have more 

widely varying cycles of time pressure, while others have comparatively little. With 

cross-sectional data, it is not possible to know whether the teams in my sample are of one 

type or the other. If they generally work under high levels of time pressure with tittle 

variance over the months, this could be an explanation for the lack of support for the time 

pressure hypotheses. In other words, if high time pressure is tather constant across the 

months for these teams, some other f a o r  may drive maintenance or change in routines. 

Without longitudinal research, there is no way to test this. As a result, it would be ideal to 

examihe these hypothesized relationships in a more diverse sample (egg., take teams from 

two very different industry settings - one more characterized by high time of 

dynamisdtime pressure and another by lower levels of dynamidtime pressure) using a 

longitudinal design. Ensuring adequate variance would reduce the likelihood of range 
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restriction among the study variables. Greater variance increases the effect sizes that can 

be observed, increasing the likelihood of detecting significant effects. 

The type of teams in my sample are real teams in organizations. These teams may 

not match idealized views of typical small groups in the organitational behavior literature. 

Many of these teams are dispersed geographically and may not meet face-to-face on a 

frequent basis. Members of these teams may vary in the degree to which the members 

identify their unit as a single team. The organization sees the unit as a team and there are 

collective outputs that the team is responsible for, however, some members of some teams 

work on additional secondary teams as well as on their primary teams. This is common for 

real organizational teams (Sundstrom et al, 1990). As a result it could be the case that 

members work with sub-groups of teammates rather than with the entire team. This could 

lead to discrepancies in reporting activities within the team. possibly leading to low inter- 

rater agreement. Campion et al. (1996) discuss the issue of whether team members 

identify them~lves as a team, and the implications this may have on team-level 

relationships. The literature has sidestepped this issue and has typically inferred that if 

team members do not uaiformly see themselves as a team, they are not teams. This is an 

oversimplification - teams range much more along a continuum in organizations. In 

Campion et al's study, they used thm measure of "single-team identity" and these 

measures showed substantial variation among the 60 teams in their study (all fiom the 

same organization). Yet the relationships between team characteristics and effectiveness 

were not moderated by "single team identity," thus they concluded that the relationships 

examined in their study were generalizable across team f o m .  Future research should 



more carehfly examine the composition and work patterning of the teams to understand 

the potential impact of such sub-grouping on key team-level constructs and relationships 

between them. 

Industry context is another Limitation of this study. The teams in my sampie come 

fiom organizations in the pharmaceutical and medical products industries. These 

industries are knowledge-intensive and therefore results may differ in contexts where 

knowledge management and knowledge transfer do not have as high an industry priority. 

As noted in the previous paragraphs, firhue research should sample teams from different 

industry and organizational settings to examine the generalizability of these results. 

In addition to the design and sample, this study is limited by new and unproven 

measures. Prior to this study, no measures of acquisition of routines existed. Similarly, no 

measures of interruptions or common interruptive events existed. The measures developed 

here are a first attempt to m e a m  routine acquisition as reported by teams and also to 

measure various intenuptions. Empirical relationships found between key variables 

support construct validity (Schwab, 1980), but construct validation must be considered a 

continuous process. These measures need to be tested in other environments and expanded 

and/or adjusted as new results become available (Schwab, 1980). Furthermore, dependent 

variable information was collected with single items only. This maks dependent variable 

detail, for example the content of the acquired routines. 

Future research should also incorporate rneasum collected fiom multiple sources 

and multiple methods. This could include archival records fiom the organizations in which 

the teams work. For example, archival information could be used to measure or validate 
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team reports concerning interruptions resulting from membership changes. It would also 

be possible to follow-up survey results with interviews. For example, if a team indicated 

on the survey that it had searched external sources or had adopted routines from external 

sources, follow-up interviews could be conducted with those teams to obtain detail 

concerning the routine, its content, and its source. This kind of design would require a 

significant partnership between the researcher and the teams sampled, but would provide 

rich information concerning the nature of the externally acquired routines. 

The small sample size and survey nonresponse also limit the interpretation of the 

fmdings. The small sample threatens valid inference due to low statistical power. Power 

is the likelihood of making an incorrect "no difference" conclusion (Type II error). The 

risk of this error increases when sample sizes are small and alpha is set low. As sample 

size increases, t-values, F-values and other significance statistics increase, other things 

constant. Furthennore, if non-respondents were different than respondents, this limits the 

findings. There is no way to test this possibility here, but it seems plausible that teams 

under high time pressure may be less likely to respond than teams under moderate to low 

time pressure, for example. If this is the case, the sample independent variables may have 

restricted range in comparison to the population. This is a common problem for field 

research, but the limitations resulting from it suggest that in f h r e  research, every effort 

should be made to increase response rates or at minimum to identi@ differences between 

respondents and non-respondents. 
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In addition to the fbture research identified as a result of current study limitations. 

there are other directions the findings of this study point to for fitwe work. These 

possibilities are discussed in the next section. 

6.4 EClTURE RESEARCH 

Many additional areas exist for the future study of changes in team-level routines. 

Several of these were pointed out in the previous section and stem from limitations of this 

study. The results for time pressure were equivocal in the case of external search and 

were opposite the hypothesized relationship for adoption fiom external sources. These 

findings suggest that future research is needed to understand the nature of the relationship 

between time pressure and the acquisition of routines. The relationship between time 

pressure and external acquisition may be more complex than hypothesized here. As noted 

in the limitations section, one possibility is that the relationship between time pressure and 

external acquisition may have lagged effects. Future research using longitudinal designs 

would provide the ability to test this possibility. Another possibility is that time pressure 

may have nonlinear effects. Janis & Mann (1977) discuss the effects of stress on vigilant 

decision making. Indeed, I used their arguments to posit that time pressure and its 

corresponding stress would have a negative effect on external acquisition of routines. 

However, Weiss and Ilgen (1985) point out that Janis and M ~ M  actually suggest a 

curvilinear relationship between stress and vigilance. Low levels of stress are 

characterized by little search. Moderate levels of s&ess are characterized by increased 

search, and then extreme stress leads to reduced search as part of defensive avoidance. 

This more complex potential relationship between time-related stress and external 
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acquisition may explain why the hypothesized relationships were not supported Future 

research should examine the possibility of a non-linear relationship between time pressure 

and external acquisition of routines. 

Future research should also examine qualitative differences in the intemptions 

examined here. This could include interviews with team members to determine how 

disruptive the various events were, what makes them mom or less problematic, and so on. 

Some interruptions may be more common than others, and fuwe research should also 

examine whether the frequency of occumnce or novelty of the interruptions result in 

differential relationships with knowledge acquisition or other boundary spanning activities. 

In this study, I only hypothesized concerning external acquisition Teams may also 

alter their routines internally by modifying cumnt routines or completely generating new 

routines. In a set of additional analyses reported in Chapter Five, I found that a majority of 

teams reported some level of effort in developing routines internally, however, the majority 

of teams reported very little effort expended toward these activities. In a series of 

additional correlation analyses, I also found that the relationships between time pressure 

and interruptions and internal development were similar to the relationships between these 

independent variables and the external acquisition variables. Finally, correlation results 

indicated that in this sample, the relationships between internal development and the 

external acquisition variables were not statistically signiscant. These results suggest that 

internal development occurs, but is not necessarily related to levels of extemad acquisition. 

Future research should examine the differences between internal development and e x t e d  

acquisition. This research can more carewly examine the relationships between the 
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antecedents described hem and internal versus external acquisition, as well as identieing 

other potential predictors. n s  research could determine whether antecedents 

differentially predict internal versus external acquisition. Finally, hture research should 

examine the relationships between internal and external acquisition and team performance. 

Furthermore, I did not hypothesize a relationship between external search and 

adoption fiom external sources. Correlation results indicate that they are positively related. 

Future research should examined the extent to which search leads to adoption, and 

alternatively, under what circums*mces adoption occurs in the absence of a deliberate 

search, 

Future research could also examine the influence time pressure and intermptions 

have on other boundary-spanning activities. This study exmined only one type of 

boundary-spanning action - external acquisition of routines. There may be other reasons 

teams may engage in boundary-spanning and future wsearch is needed to test whether 

these two variables are related to those activities in the same way as  they are related to 

external acquisition of routines. 

This study tested only two potential variables that may affect the timing of routine 

acquisition. There may be others. The two examined here are features of the context 

within which the teams are embedded. There may be additional contextual variables worth 

pursuing as well as other non-contextual variables. Future research is needed to identify 

and test other possible triggers to external knowledge acquisition. 

Future research should also focus on the cognitive processes triggered by 

interruptions. Louis & Sutton (1991) and Langer (1989) suggest that the way in which 



interruptions work is that they trigger more active cognitive processing. Betsch et al. 

(1 998) found empirical support at the individual level for the necessity of deliberate 

thinking to trigger deviation &om routine behavior. Finally, along similar lines, it would be 

interesting in hture research to examine the effects when an intemption is anticipated but 

does not actually occur. Future research on group-level acquisition of routines should 

examine this causal path and attempt to uncover the cognitive processes at work as a result 

of the intermptions. 

6.5 PRACTICAL APPLICATIONS 

In addition to the theoretical contributions identified earlier, the results of this 

research may help managers identify moments 'ripe' for changes in team routines. Many 

organizations are experimenting with intrauet and internet sites as "warehouses" for 

practices and other forms of knowledge (Goodman, 1997). Tremendous amounts of 

money are being spent to develop these sites, yet managers have expressed dissatisfaction 

at their lack of effectiveness. My findings that contextual variables may influence the 

timing of routine acquisition suggest that developers may need to consider the timing of 

presentation of such information. For example, if intermptions enhance the probability of 

adoption of new routines, team leaders may decide to create intemptions or '%me outsy' to 

enhance the likelihood that team members mindfblty examine their routines. There may 

cccritical periods of idormation receptivity" (Gersick 1989), and perhaps information about 

new routines will have no effect if made available at other times (Weiss & Ugen, 1985). If 

so, managers may want to time presentation of information corresponding to intermptions 

to maximize the WreIihood that the routines will be adopted. 



6.6 CONCLUSION 

In this study, 1 examined the relationship between two team contextual factors, 

interruptions and time pressure, and external acquisition of routines. My fmdings 

suggested that intemptions increased the likelihood that teams engaged in external 

acquisition of routines. However, contrary to prior research and contrary to my 

hypothesis, time pressure did not reduce the likelihood that teams engage in external 

acquisition of routines. These findings extend existing theory concerning team routines, 

organizational learning, and team boundary-spanning. The results demonstrate the 

importance of including variables related to the timing of organizational activities, and 

provide impetus for fbture research in several related areas. 
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TABLE 1 

Definitions of Routines 

L 

+ 
Definition 
Conceptualized routine as an event schema or script- 

Organi~tional routines are "complex sets of interlocking behaviors 
held in place through common agreement on the relevant roles and 
expectations-" 

"A habitual routine exists when a group repeatedly exhibits a 
fbnctionalIy similar pattern of behavior in a given stimuIus situation 
without explicitly selecting it over alternative ways of behaving." 

I 

The generic term "routines" includes forms, rules. procedures, 
conventions, strategies and technologies around which 
organizations an constructed and through which they operate. It 
also includes the structure of beliefs, heworks ,  paradigms, 
codes, cultures and knowledge that buttress, elaborate, and 
contradict fonnal routines. Routines are independent of the 
individual actors who execute them and arc capable of s u ~ i v i n g  
considerable turnover in individuals ... Routines are transmitted 
through socialization, education, imitation, pmfessionalization, 
personnel movement, mergers and acquisitions. They are recorded 
in collective memory that is often coherent but is sometime 
jumbled, that of'ten endures, but is sometimes lost. 

"We will regard a set of activities as routinized, then. to the d e g m  
that choice has been simplified by the development of a fixed 
response to defined stimuli. I f  choice has been eliminated, but a 
choice remains in the form of a cIearly defined and systematic 
computing routine, we will say that the activities are routinized." 

"I define an orgPnizational routine as coordinated, repetitive sets of  
organizational activities." 

Routines an "a general term for all regular and predictable 
behavioral patterns in firms." 

Source 
Ashforth and Fried 
( I  988) 
Feldrnan (1989: 1 3 6 )  

I 
Gersick and Hackman 
(1990: 69) 

Levitt and March 
(1 988) 

March and Simon 
(1958: 142) 

Miner (199 1; 1996: 
378) 

Nelson and Winter 
(1982: 14) 

1 



TABLE 1 

CONTINUED 

Source 
Pentlund and Rueter 
(1 994) 

Simon (1947) 

Weick (1992, p- 164) 

Weick (1993) 

Weiss & llgen ( 1985, 
pp. 58-59) 

Winter (1 996) 

Definition 
1 

Organizational routines are "a set of hnctionally similar patterns." 

Routines art .-- essentially complex patterns of social action, 
"One might substitute the less value laden term "process" for the 
ambiguous term routine," 

"Processes [routines] can be more or less automatic, embody more 
or less variety, search and so on." 

Following Stern (1940) defined what he called "organizational 
habitsw as muti 
nes developed in response to recurring questions which become 
accepted practice. 

Routines are "basic building blocks representing efficient tools 
designed to transform variable inputs into less variable outputs 
through a standardized sequence of operations-" 

Habituated action patterns. 

"Repetitive behavior in the absence of explicit consideration of 
alternative cowse of action accompanied by constrained 
exploration and attention directed toward restricted aspects of the 
envimnment." 

"Nelson and I use the word mutine as the generic tenn for a way of 
doing things. It is simuItancously the counterpart of a wide range 
of terms employed in everyday life and in various theoretical 
languages, including those of orthodox and behavioral economics; 
among these terms ate decision rule, technique, skill, standard 
operating pmccdurr, management practice, policy, strategy, 
information system, information structure* program, script and 
organizational fonn." 







TABLE 4 

Triggers Identified by Tyre & Orlikowski (1994) 

h 

Number of 
Ingtaacis 

14 

6 

6 

3 

3 

2 

1 

Number of 
lastaaces 

34 

22 

21 

20 

15 

I I 

Site 
./r of 

Iastrnca 

4W 

1 7% 

1 7% 

9% 

9% 

6% 

3% 

Site Two 
./. of 

Instances 

68% 

43% 

41% 

39% 

29% 

22% 

One 
Trigger 

Dcscriptioa 
New machines or tools 
added 

New product 
requirements 

New management 
action(interventi0n by a 
new plant or senior 
manager) 
New factory procedures 

New personnel or break 
in schedule creates 
slack resources 
Machine breakdown 

Existing management 
request action 

Trigger 
Description I 

New system release 
or changes to 
existing system 
Saw opportunity to 
automate 
commonly used 
routines 
Existing system 
becomes too 
annoying or 
frustrating 
Exposure to other 
users' ideas I 

Problems with 
existing systems 

Thought of 
something new 



TABLE 5 

Summary of Measures 

I- 

SOUHCE(S) VARIABLE MEASURE 
Dependent Variablu 

Team Leader, 
Team Members 

Team Leader, 
Team Members 

External Search 

Extcmal Adoption 

2 items asking yes or no. 
Specified time period, 

2 items asking yes or no. 
Specified time period. 

Indepeoden t Variables I 

Team Members 

Team Members 

Interruptions 

Time Pressure 
I 

15 items about occurrence of events, 
If yes, asks if it was anticipated. 

NASA TLX 

Control Variables I 

Outcome interdependence 

Organization 

Decision Making 
Discretion 

Length of Time as a Team 

Size of Team 

5 item scale. (Wageman, 1995) 

Dummy coded. 

8 item scale. (Based on surveys by Cohen et a!., 1996; 
Gulowsen, 1972; and Cocrdery , et al. 1991 ) 

Single item. 

Single item. 

Team Members 

Archival 

Team Members 

Team Members 

Archival 



TABLE 6 

Scale Reliability Scores (Full Sample) 

VARIABLE Alpha # of Items N 
Decision Making 3 7  8 458 
Outcome rnterd&ndence .77 5 402 
Time Pressure ,93 7 373 
1 ntermpt ions ,66 13 329 

Scak Reliability Scores (Only Individuals on Teams witb Leader Responses) 

VARIABLE Alpha # of Items N 
Decision Making .87 8 259 
Outcome Interdependence ,72 5 216 
Time Pressure .92 7 196 
Interruptions .66 13 197 



TABLE 7 

Avenge Within-Team Agreement Scores 

Average r w ~  Average r w ~  Average rwo >=sooh 
(All teams) (- 30%) (n a 42) 

Variable (n = 91) (nEi71) 

Time Pressure ' .92 .87 ,90 

Outcome Interdependence .73 ,78 ,80 

Decision Making .58 .52 .57 

Anticipation .79 

Interruptions .83* 

*Mean of % agreement within each team across interruption items. 



TABLE 8 

Average W i thin-Team Agreement Scores 

(Only Cases with Leader Surveys Received) 

Average r w ~  Average rwo Average rwo *SO0/. 
(All teams) (* 30%) (n 26) 

Variable (n = 53) (n = 39) 

Time Pressure .86 ,86 ,80 

Outcome Interdependence .82 ,8 1 .80 

Decision Making ,72 .64 .35+ 

Anticipation ,39 3 8  ,204- 

Interruptions -83' -82' ,82* 

+Mean of % agreement within each team across interruption items. 
+Extreme value in team 13 swings this. Without team 1 3 the decision making avenge is .75. 



TABLE 9 

Analysis of Variance & Intra-Class Correlation Results 

* p < ,05 
w pq.01 
' p<*oOl 

Variable 
Interrupt ions 

Anticipation 

Time Pressure 

Decision Making 

Outcome 
Interdependence , 

>=SO% Within Team 
Response Rate 

ANOVA 
F = 1,96** 

df 34,149 
F = 6,53*+* 

df 34,111 
F = 2,23*** 

df35,145 
F = 1,66* 

df 34,190 
F = 3.21*** 

df 34,165 

>= 30% Within Team 
Response Rate 

ICC(1 ,k) 
,So 

,85 

,55 

.40 

,69 

ANOVA 
F = 1.60" 

df 57,2 14 
F = 5.9S4** 

dfS7,155 
F = 2,20*** 

df 57,2 10 
F = 1.59" 

df 57,285 
F = 2,12*** 

df 57,244 

Full Sample 
ICC( l ,k) 

,38 

.83 

.55 

,37 

,53 

ANOVA 
F =  l.16** 

df 93,256 
F = 4.54*** 

df 93,174 . 
F = 1.92'" 

#93,246 
F = 1.35' 

df 93,361 
F = 2.88*** 

df 93,303 

ICC(1 ,k) 
,33 

,78 

. 

$49 

2 6  

.65 



TABLE 10 

Analysis of Variance & IntnClass Correlation Results 

(Only Cases with Leader Surveys) 

Anticipation 

Time Pressure 

df 52,154 
F = ,89 

Dtcision Making 

>= 30% Within Team 
Response Rate 

. I  1 

4f49.105 
F= 1.43' 

Outcome 
Interdependence 

ANOVA I ICC(1,k) 

,30 

df 52,150 
F= 1.42' 

>=50./. Witbin Team 

ANOVA 
F= 1.67. 

.- 

-30 

df 53,2 1 2 
F = I  .56** .44 



TABLE 11 

Descriptive Statistics 

(Full Sample) 

Standard 
Type Variable Mean Deviation Min Max N 
DV External Search ,38 ,49 0.00 LOO 44 
DV External Best Practice Search ,48 ,5I 0.00 1.00 44 
DV Any External Sewch .SO ,51 0.00 1,OO 44 
DV External Adoption of Ractices *33 ,47 0.00 1.00 43 
DV External Adoption of Best Practices .28 ,45 0.00 1.00 43 
DV Any External Adoption ,35 ,48 0.00 1.00 43 
IV Interruptions 2,76 1,76 0.00 11.00 92 
IV Time Pressure 5,14 ,84 2,29 7,OO 92 
1V Anticipation 3,33 ,76 1.00 5.00 87 
CV Outcome interdependence 4,49 .84 1.82 6.10 92 
CV Decision ~ a k i n g  4,54 .62 3.13 5,71 92 
CV Length of  Time as Team 7,55 8.64 ,SO 70,OO 89 
CV SizeofTeam 10.60 3.22 3.00 21.00 92 



TABLE 12 

Descriptive Statistics 

(Full Sample, 'reams with Leader Responses Only) 

Standard 
Type Variable Mean Deviation Min Max N 
D V  External Search .38 ,49 0.00 1.00 44 
D V  External Best Practice Search ,48 ,51 0.00 1.00 44 
D V  Any External Search ,SO .51 0.00 1 ,00 44 
DV External Adoption of Practices ,33 .47 0,OO 1.00 43 
D V  External Adoption of Best Practices ,28 ,45 0.00 1.00 43 
D V  Any External Adoption ,35 ,48 0.00 1,OO 43 
IV  Interruptions 2,98 1.71 0 8,OO 52 
I V  Time Pressure 5.29 66 3,71 6.54 52 
i V Anticipation 3,43 .62 2.08 4.67 48 
CV Outcome lnterdepcndence 4.63 .75 2.40 6.00 52 
CV Decision Making 4.68 ,60 3.17 5,71 53 
CV Length of Time as Team 8.37 10.67 I 70 49 
CV SizeofTeam 10.17 3.66 3 21 53 



TABLE 13 

Descriptive Statistics 

(30% W i thin-Team Response Rate) 

Standard 
Type Variable Mean Deviation Min Mar N 
DV External Search ,43 ,SO 0.00 1,OO 33 
DV External Best Practice Search ,52 ,51 0.00 1.00 33 
DV Any External Search ,55 ,51 0,OO 1,00 33 
DV External Adoption of Ractices .33 .48 0.00 1.00 33 
DV External Adoption of Best Practices ,27 ,45 0.00 1.00 33 
DV Any ~xtemal-~doption ,36 ,49 0.00 1.00 33 
IV  Interruptions 2.8 1 1.48 0.00 8.00 57 
IV  Time Pressure 5, I0 ,70 3.03 6.48 57 
IV Anticipation 3,42 ,63 2.00 4.67 56 
CV Outcome Interdependence 4.6 1 ,62 3.30 5.64 57 
CV Decision Making 4.52 .59 3,17 5.67 57 
CV Length of Time as Team 7.85 10,M 1.00 70.00 55 
CV SiztofTeam 9.82 3.22 3.00 21.00 57 



Descriptive Statistics 

(30% Within-Team Response Rate, Teams with Leader Response Only) 

Standard 
Tvpe Variable Mcvn Deviation Min Max N 
DV Extcml Search .43 ,SO 0.00 1.00 33 
DV External Best Practice Search .52 .S1 0.00 1.00 33 
DV Any External Search ,55 ,51 0.00 1.00 33 
DV Extcmal Adoption of Practices ,33 .48 0.00 1.00 33 
DV External Adoption of Best Practices ,27 .45 0.00 1,OO 33 
DV Any External Adoption ,36 .49 0.00 1.00 33 
IV  Intemptions 2,93 1.56 0,OO 8.00 39 
IV  Time Pressure 5.20 ,64 3.71 6.48 39 
IV  Anticipation 3.49 60 2.1 7 4,67 39 
CV Outcome Interdependence 4 ,66 .59 3.38 5.60 39 
CV Decision Making 4.63 ,59 3.17 5.67 39 
CV Length of  Time as Team 8.48 11.59 1.00 70.00 37 
CV Size of Team 9.56 3.80 3.00 21,OO 39 





TABLE 16 
I 

Descriptive Statistics 

(50% Within-Team Response Rate, Teams With Leader Responses Only) 

Standard 
Type Variable Mean Deviation Mia Max N 
DV External Search ,4 1 ,SO 0.00 1.00 22 
DV External Best Practice Search ,50 ,5I 0.00 1.00 22 
DV Any External Scarch .55 ,51 0,OO 1.00 22 
DV External Adoption of Practices $37 .49 0.00 1.00 22 
DV External Adoption of &st Practices .27 ,46 0.00 1.00 22 
DV Any ~nternal~~do~t ion .4 1 S O  0.00 1 .OO 22 
IV Interruptions 2.73 1.66 0.00 8.00 25 
IV Time Pressure 5.14 ,60 3.71 6.19 25 
IV Anticipation 3 :65 ,60 2.17 4.67 24 
CV Outcome interdependence 4.68 .65 3.38 5.60 25 
CV Decision Making 4.74 -58 3.65 5.67 25 
CV Length of Time as Team 10.29 14.21 1.00 70.00 23 
CV Size of Team 8,24 3.41 3.00 15.00 25 



TABLE 17 
Correlation Table (Full Sample) 



TABLE 18 
Correlation Table (30% Within Team Response Rate) 

5, Bcst Practice Search 

14. Decision Making 

N=58. N-33 for D e p e n h t  Variables. Top numbers in cells are correlation coefficients. Bottom numbers i re  p-values. 
t-tests for coefficients between interruptions (#7) and 1-6 are one-tailed, all othcrs arc NO-tailed. 
Shaded cells arc coefficients that reach statistical significunce at p < ,lo or better, 





TABLE 20 
Correlation Table (Full Sample, Teams with 1,eaclet-s Only) 





TABLE 22 
Correlation Table (50% within-team response rate, Teams with Leaders Only) 

,..-. - 
VarirMc 1 2 3 4 5 6 7  8 9 10 11 12 13 I 4  I S  

17. Best Practice Adopt 

20, Best Ractice Search 

N= 22. Top numbers in cells arc cornlation coefficicr~ls, Bottom numbers are p-values. 
t-tests for cocficients between interruptions (#7) and 1-6 are one-tailed, a11 others are two-tailed, 
S W d  cells are coefficients that reach statistical significance at p < ,I0 or betrcr, 
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TABLE 24 

Probit Regression Results: Any External Practice Search (S 1, S2) 

(30% Within Team Response. Rate) 

Hla dlr H2a - l12c 

Decision Making , 3  7 ,39(,70) 
Outcome ~ntcrdi~endence 
Company I 
Company 2 
Length of Time Tcam 
Exists 
Tcam Size 
Time Pressure 
Interruptions 
Anticipation 
A X 1  

Model Chi Square 
Pseudo R2 
Log Likelihood 
A Log Likelihood 
Chi Square 

-,I9 ( I )  - , I 6  -1,45(,15) 
, I 5  .29(.78) 

,46+ 1,40(,08) 

n=3 1 n=3 1 n=30 n=30 
(t-tests for Intmptions (model 2-3), Time Pressure (model 4) are I-tailed, dl others are two-tailed) 
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TABLE 29 

Probit Regression Results: External Best Practice Search (S2) 

(Full Sample) 

Varir ble b b t b t b 2) t b I (11)  

Decision Making m . 7 6  -1.61(.11) 0.73 -1.52(. 13) -.75 -1.47(.14) -.98 -1.27(.21) 
Outcome interdependence ,36 .97(.33) $24 ,59(,56) ,27 .54(.59) . I7 ,32(,75) 
Company 1 -2.23, -2.13(.03) -2.28* -2.02(.04) -2.1 1 t -1.92(,06) -2.3 1' - 1.93(.05) 
Company 2 9.56 -,75(,46) -.34 -.42(.68) -.43 -.52(.61) -.46 -.55(.58) 
Length of  Time Team -.02 -,69(.49) -.02 -.56(.57) 0.03 -.81(.42) 0.02 -,51(,6l) 
Exists 
Team Size -.22+ -1.89(.06) -.2 I +  -1.90(.06) -.20+ -1.74(.08) -.20+ - 1.74(.08) 
Time Pressure ,25 ,66(.51) ,35 .92(.36) .37 ,92(,36) 
Interruptions ,11 .66(.26) 0.02 -.10(.92) -1.62 -1.26(.21) 
Anticipation ,23 .45(,65) - 1.12 -,94(,35) 
A X 1  ,45 1,26(,21) 

Model Chi Square 
Pseudo R2 
Log Likelihood 
A Log Likelihood 
Chi Square 

- ,  

n = 41 n = 4 1  n = 38 n = 38 
(t-test for ln~ermptions (model 2) is I -tailed, dl others are two-tailed) 
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TABLE 31 

Probit Regression Results: External Best Practice Search (S2) 

(509'0 Within Team Response Rate) 

Hla & H2a - H 2c 

I>ecision Making 
Outcome Interdependence 
Cornpany I 
Company 2 
~eny lh  of ~ i m e  Team 
Enists 
Team Size 
Time Pressure 
I n~el.ruptions 
Anticipation 
A X 1  

Mudel Chi Square 
Pseudo R2 
Log Likelihood 
A Log Likelihood 
Chi Squarc 

(4-tests for Interruptions (model 2 & 3) urd Time Pressure are I -tailed, dl others are two-tailed) 
t p <  -10 
* p < .05 
*' p < ,01 
++* p<,OOl 
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TABLE 33 

Probit Regression Results Any External Adoption (A 1, AZ) 

(30% Within Team Response Rate) 

Hla & H2a 
Variable b t e b t b t 

Decision Making .56 1.02(.31) $1 1.21(.23) ,76 1,14(.26) 1,16 1,42(, 16) 
Outco~ne lntcrdependence ,54 1.07(.28) -.08 m.12(.91) - . I3  -.18(.86) 0.26 - . 3 5 ( . 7 3 )  
Company I - 1.44 - 1.32(. 19) - 1.75 -1.03(.30) -1.48 -.83(.40) -2.79 - 1.13(.26) 
Company 2 - ,4S -,57(,59) 3 3  ,34(, 74) ,44 ,4 1(,68) , l o  ,09(,93) 
~ e n G h  of ~irne Team -,01 -.54(,59) ,O 1 ,28(,78) ,O 1 3 1(,76) ,03 ,66(,5 1 ) 
Exists 
Team Size -. 12 -1,04(,30) -,09 -,80(,42) -.08 -,76(,45) -,09 -, 77( ,+I ) 
Time Pressure ,58 1,04(,30) ,58 1.01(,31) ,34 ,5  l ( ,6 l )  
l ntaruptions .45+ 1.46(.07) .43+ 1.38(.08) -2.70 -.83(.4 1 ) 
Anticipation -, l l -, 14(.89) -2.27 -,96(,34) 
A X 1  .87 ,90(,34) 

Model Chi Squm 
Pseudo R2 
Log Likelihood 
A Log Likelihood 
Chi Square 

n = 31 n = 3 1  n = 30 I) :. 30 
(t-tests for lntcrmptions (model 2 & 3) art 1-tailed, dl others are two-tailed) 
t. p <  $10 
* p < $05 
* *  p q  .Ol 
* * * p < ,001 
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TABLE 35 

Probit Regression Results: External Adoption (A I )  

(Full Sample) 

H l a  & H2a - H 2c 
-1 t b t (p) b t lp) b I (p) 

Decision Makin8 ,06 .14(. 89) -48 ,83(.40) ,50 .84(,40) ,48 ,84(,40) 
Outcome Interdependence .61 1.66(.10) .25 ,55(, 58) $17 .3 1 (, 76) ,24 43( ,67)  
Company I m . 2 7  -.31(.75) -.25 -.21(.84) 9.39 -.32(.75) -.80 - .55( .58)  
Company 2 -,09 0. 13(.90) 1.22 1,17(,24) ,99 .90(.37) .78 ,72(,47) 
Length of Time Team -.OOl -.06(,95) .01 .28(,78) -00 ,08(,93) ,O 1 ,43(,67) 
Exists 
Team Size ,O 1 .09(. 93) .O 1 . I l(,91) ,02 .28(,78) ,o 1 17(,87) 
Time Pressure 1.23' 2.04(.04) 1.26' 2.01(.05) 1.20' 2.01(.05) 
Interruptions .39* 2.02(.02) .34+ 1.54(.06) -1.53 -.92(.36) 
Anticipation ,59 ,96(,34) - 1.13 -,72(.47) 
A X  I ,52 1,13(.26) 

Model Chi Square 
Pseudo R2 
Log Likelihood 
A Lo8 Liktlihood 
Chi Same 

8 

n = 40 n = 40 n = 37 n = 37 
(4-tests for lntmptions (modcb 2 & 3) are I-railed, dl others are two-tulad) 
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TABLE 37 

Pro bit Regression Results: External Adoption (A 1 ) 

(50% W I thin Team Response Rate) 

1)ccision Making 
Outcome Interdependence 
Company 1 
Company 2 
Length of Time Team 
Exists 
Team Size 
Time Pressure 
Interruptions 
Anticipation 
,4 X I 

Model Chi Square 
I'seudo RZ 
Log Likelihood 
A Log Likelihood 
Chi Sqwc  

n = 20 n = 20 n = 20 n = 20 
(I-tests for Intemptions (modclr 2 & 3) are I -tailed, dl others ire t wo-tailed) 
t p <  ,I0 
* p < ,OS * * p < ,01 *** p < ,001 
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TABLE 40 

Probit Regression Results: External Best Practice Adoption (A2) 

(50% Within Team Response Rate) 

Hla & H2a - HZc 

Decision Making ,04 ,06(.95) 3 5  .18(.86) 
Outcome interdependence ,28 .41(.69) -3.21 -1.24(.22) 
Company l ,10 .07(, 94) 1.68 .2 7(. 79) 
Company 2 -,34 -,29(.77) 1.88 .49(,62) 
Length of Time Team .03 -.72(,48) .12 1.17(,24) 
Exists 
Team Sizo .02 ,09(,93) .73 ,99(, 33) 
Time Pressure -.S8 -,46(,32) 
Interruptions 2.27' 2,27(,04) 
Anticipation 
A X I  

Model Chi Square 
Pseudo R2 
Log Likelihood 
A Log Likelihood 
Chi Squarc 

n = 20 n = 20 
(I-tests for Interruptions (models 2 & 3) are I -tailed, all others itre two-tailed) 
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APPENDLX A 

Sample Questions From Interviews 

I .  What are some of the techniques this organization uses to share practices? 

2. How would you say practices get shared in your organization? 

3 Do you have an awards program for best practices? If so, please describe i t  

4. Are there formal mechanisms to find innovative practices among teams and get them 

spread around to other teams? 

5. How does your team learn about new or successful practices? 

6. When practices have been published, have you found any that your team has 

incorporated? Why or why not? 

7. To what extent are new practices or ways you do your work dictated to your team? 

8. Does headquarters have a big impact on the practices you use? 

9- Why would or wouldn't your team adopt a practice identified as a "best practice?" 

10. Do you feel that you can learn from other teams or locations? Why or why not? 



APPENDIX B 

Ln tewiew Questions fgr Dependent Variable Development 

I .  Does your team or organization use the term best practice? Work practices? How do 

you define these terms? 

2. Did the team SEARCH for individraL level practices in the month of 

? I f  yes, please describe how this search took place. 

3. Did the team SEARCH for team level practices in the month of 

? I f  yes, please describe how this search took place. 

4. If yes to searching, what sources were searched? Internal? External? 

5. I f  yes to searching, can you estimate how much time or what percentage of the team's 

time the search took? 

6.  Did the team search as  an entire unit? Or did a few individuals or you yourself as the 

leader just conduct the search? 

7. If yes, what modes or channels were searched? 

8. Did the team ADOPT any individual level practices in ? 

9. Did the team ADOPT and team level practices in ? 

10. Please briefly descni each new practice adopted in March. April. 



APPENDIX B CONTINUED 

1 1. If team adopted new practices. what were the sources of each? Were they ditrerent tbr 

team level vs, individual level? 

12. I f  team adopted new practices, what were the methods of communication of each? 

Were they difkrent tbr the team vs, individual level? 



APPENDIX C 

KEY VARIABLE SC-K\-EYS 

I Recent Practice Transfer Activities 1 
Practices are how your team's work is done- Please focus only on your team's activities and on 
team-level practices. Team-level practices involve either the entire team or a substantial number 
of team members- 

Two exsm~les of team-level practices for handling incominp renait calls: 
- - ppp 

..Alternative 1: Central point of contact where c311 comes in to a centrai dispatcher br  the team 
tvlro diagnoses the needs of the customer. Dispatcher determines which team members should 
handle the problem. then contacts the appropriate service engineers and schedules service call. 
Dispatcher leads all follow-up to the customer- 

Alternative 2: Each service engineer takes calls individually and determines if he/she has the 
time and/or expertise to handie the call. The service engineer receiving the call contacts other 
team members he/she needs to include in the repair. handles all scheduiing. and leads all 
follow-up to the customer- 

I f you answered yes about searching. please check the sources your team searched. Check 

Recent Search for Practices 
1. Did the team sea& o a W d e ~ f t m m  for work p a c t i c ~ ?  
2. Did the team search for BEST practices outside the team? 

all that apply: 

In December 
Yes No 
Yes No 

I December I 
1-1 Other similar teams in your organization. 
I 1 Other departments in your organization. 
- - - - - - - 

] Other geographic locations of your organization. 
I ( Other organizations in the same industry. 

Other organizations outside your industrj . 
A website maintained by your organization (Internet or Intranet). - - - 
A website maintained by another organization. 
Data or knowledge base maintained by your organization. 
Newsletters or other organizational communications 
Other. Please specify: 



APPENDIX C CONTINmD 

If you answered yes about adopting please note which o f  the following sources these 

Recent Adoption o t  Practices 
3. Did the team adopt work practices fiom outside the team? 
4- Did the team adopt BEST practices from outside the team? 

In December 
Yes No ( 
Yes So 

Other organizations outside your industry. 
A we b-site maintained by your organization (Internet or [ntranet)- 

practices were adopted from- Check all that apply: 

A web-site maintained by another organization. 
Data or knowledge base maintained by your organization. 
Newsletters or other organizational communications 
Other. Please specifj.: 

Dccem ber 

h. 

Other silt~ilar teams in your organization- 
Other departments in your organization. 
Other geographic locations of your organization. 
Other organizations in the same industry. 



APPENDIX C CONTIM.JED 

1 PR4CTICE TRANSFER EFFORT 1 

How much effort did your team spend on each ofthe hllo\vinp activities in December? 

I = none; 2 = very low amount; 3 = a little; 4 = moderate amount: 5 = vc y high amount 

4. Implementing QCW processes adopted from 
outside sources? 

5. Scanning the environment inside your 
organization for new work methods? 

6. Finding out how other teams within your 
organization compkre similar ta&Z 

7. Scanning the environment outside of your 
organization for practices and new methods 
of work? 

8. C o l I ~ ~ i i r ~ r t i ~  &- from: 
individuals outside the team? 

1 -  Developing or rnodifiing processes inside 
the team? 

I I 

1, Searching outside the team for BEST ! 1 2 3 4 5 

I f your team searched for or adopted practices in December. please briefly describe the 
practice(s): 

pact ices? 
2. Implementing BEST practices adopted fmm 

outside the team27 
3. Searching outside the team for processes? 

1 2 3 4 5 
- - -  

1 2 3 4 5 



APPENDIX C CONTINUED 

RECENT TEAM EVENTS 1 

STEP I : Please circie YES or NO for each numbered question for December, 
STEP 2:  If you answer yes, complete sub-questions (a) and tb) using the t'olIo\i ing scale: 

1 = not a t  all; 2 = a little; 3 =somewhat; 4 = very; S =completelyfextremtly 

a tf yes to 1. were these changes anticipated? 1 1  2 3 4 

I ,  Did the team have changes in projects or tasks? 
In December 

Yes No 

a- if yes to 2, were these changes anticipated? ( I  2 3 4 5 1  

b. 1 f yes to I .  how disruptive were these changes? 

4 Did the team have changes in pmductsor semi-? 

1 2 3 4  5 

In December 
Yes No 

b- [fyes to 2, how disruptive were these changes? 

5 Did the team have changes in machines, tools or other 
techno logics? 
a- I f  yes to 3, were these changes anticipated? 

b. If yes to 4, how disruptive were these changes? 1 1  2 3 4 

1 2 3 4  5 

hDccember 
Yes No 

1 2 3 4  5 

b. 1 f yes to 3, how disruptive were these changes? 
-- - -- - 

4. wet+anymcmknsdd;sdhotfwa#m?,-*k-----~+~- -<- " - - . - - -  * . - 
a lf yes t i 4 .  was this anticipated? 

5. Did the team lose any members? 
a, I f  yes to 5, was this anticipated? 

1 2 3 4  5 

InDaxalbCr 
Yes No 
I 2 3 4  5 

In December 
Yes No 
1 2 3 4  5 I 

b- If ycs to 5, how disruptive were these changes? 1 1  2 3 4 5 1  
. . . - .  

a* were thaa c b s e 8  @ meman* r o b  aiob.:;-;:;.:- 
- .- J-% 

descriptions? , - . __ __._. -_.-_ . 
a. If  yes to 6, were lhac changes anticipated? 

In.pmcember 
Yes No 

1 2 3 4  5 

b.' I f  yes to 6, how disruptive were these changes? 
. - . .  

7. ~ e r a m a ~ & ~ i a C . . m s b ~ c t u r e t  - --. .- - . 
a, I f  yes to 7, were these changes anticipated? 

a- if yes to 8, were these changes anticipated? I i  2 3 4 5 1  

1 2 3 4  5 

In December 
yes NO 

1 2 3 4  5 

6. If yes to 7, how disruptive were these changes? 
- & I  - a- -... --*. .- --. * - 

8. Didtheorgathi&w~arcstnrchtrbr%t; . . -  - -- 

b. If yes to 8. how disruptive were these changes? 1 1  2 3 4 5 1  

' 1  2 3 4 5 

a - 1~T)crkmkr 
Yes No 



APPENDIX C CONTINUED 

9. Did the team have breaks in regularly scheduled work? 

a. [f yes to 9, were these breaks anticipated? 
b. If yes to 9, how disruptive were these breaks? 

10. Did the team have anyd oujr  prfkoormancepf~bkrru, 
errors or Fdilures? 
a. I f  > r s  ttl 10. were these problems anticipated? 

b. If yes to 10. how disruptive were these probiems? 

1 I - Did the team hold a fonnd plmnibg session? 
a. If yes to t I .  was this session anticipated? 
b. if yes to 1 1. how disruptive was this session? 

12, Did the team have u n d I y  hi@ performance? 
a- I f  yes to 12, was this level of performance 
anticipated? 

. . 

1 3. How many times did the-team meet? 
a. How many of these were regularly scheduled 
meetings? 

i 4. Did the team expmkna any . - otbr unusdyd- . _-.__ 
events in December? I + 
a. i f  yes, ptese describe: 

Yes No 
1 2 3 4  5 
1 2 3 4  5 

Ln December 
Yes No 
1 2 3 - 1  5 

1 2 3 4  5 

In December 
Yes No 
1 2 3 4  5 
1 2 3 4  5 

in December 
Yes No 
1 2 3 4  5 

. 1ti -k.  - .  
Yes No 



APPENDIX C CONTINUED 

/ RECENT TEAM WORKLOAD I 
Please answer the foliowing questions about your Team's rt-drklocld in December : 

- How much mentaI or perceptual 
activity was required to complete the 
team's work? 

6.  Was the peec leisurely or frantic? 1 7 ~mdtn@ frantic 
Z 3 4 5 6 7 

-. . . . .* - r- - .. , - b. 

/ - -  - - +.. _ ._ XMDectMlmR; 
S ~ P ~ I  modmtt  high 

amount amount amount 
I z 5 1 1; 6 - 

m 

3. Were the team's tasks slow or brisk? 
- 

4- ~ ~ ~ - i ~ ~ ~ ~ ~ & & d  Yo=. : 
fcel~dim,tikediiipatwhich 
thetasksommdP .: , -  

5. Was the pace slow or rapid? 

7- Were the tasks simple or complex? modcrue complex 
2 3 4 5 6 7 

2. Were the tasks easy wdemanding? I , mlnkdm 
2 3 4 5 6 7 

IIOW modcrate bnsk 
I 2 3 5 6 7 ---- ..- - 4 

-*  - - -- 
'.- -..-. - - - -- -..- --_- -. . 

h*- 
: -., 2 3 4 -  - 5  6 I 

- - _ _  . _ 
SIOW modem rapid 

1 2 3 4 5 6 7 

9. W& your team's workload unusually 1 L o r  Typial High 
low, typicaf or unusualiy high? I 2 3 4 5 6 7 




