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ABSTRACT
When should a machine attempt to communicate with a user?
This is a historical problem that has been studied since the
rise of personal computing. More recently, the emergence of
pervasive technologies such as the smartphone have extended
the problem to be ever-present in our daily lives, opening up
new opportunities for context awareness through data collec-
tion and reasoning. Complementary to this there has been
increasing interest in techniques to intelligently synchronise
interruptions with human behaviour and cognition. However,
it is increasingly challenging to categorise new developments,
which are often scenario specific or scope a problem with
particular unique features. In this paper we present a meta-
analysis of this area, decomposing and comparing historical
and recent works that seek to understand and predict how
users will perceive and respond to interruptions. In doing so
we identify research gaps, questions and opportunities that
characterise this important emerging field for pervasive tech-
nology.
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INTRODUCTION
Assessing another person’s interruptibility prior to interaction
with them is a natural human behaviour [24, 48] that is gen-
erally easily handled by the human brain. However, creating
such capability in the context of a machine, so that there is
harmonious synchronicity with human behaviour, is a signif-
icant challenge that has important ramifications for the de-
mands placed upon a user. Historically, interruptibility has
been studied in static task-oriented environments such as of-
fices, using desktop computers (e.g., [20, 12, 26, 41]), or in
controlled laboratory simulations (e.g., [16, 4, 39]).

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full cita-
tion on the first page. Copyrights for components of this work owned by others than
ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
UbiComp ’15, September 7–11, 2015, Osaka, Japan.
Copyright 2015 © ACM 978-1-4503-3574-4/15/09...$15.00.
http://dx.doi.org/10.1145/2750858.2807514

The introduction of new pervasive sources of interruption
from ubiquitous technologies, in particular mobile devices,
has increased the scope of the problem in spatial and tempo-
ral dimensions, subsequently impacting our daily lives [43,
46, 56]. These technologies utilise auditory, visual or haptic
cues to either inform the user of available information (e.g.
notifications) or attempt to immediately shift attention (e.g.
a phone call). Consistent with this, interest has arisen from
a wide range of disciplines including: psychology [38], HCI
[37], and artificial intelligence systems [49, 9, 44], as well
as diverse application areas including medical [48] and safety
[32] related areas. This motivates examining the area in a
unified way to reflect on the existing approaches and identify
areas to further explore.

The primary contribution of this paper is a meta-analysis of
the recent literature that provides a decomposition of the var-
ious conventions adopted for interruptibility research. Ad-
ditionally, we propose a set of research questions from our
meta-analysis that intend to stimulate potential research di-
rections around the technological issues for inferring inter-
ruptibility; as well as social, privacy, and ethical concerns.

Objective and organisation of the paper
Broadly speaking, reviews and analysis of interruptibility
studies have involved two distinct approaches. On the one
hand, interruptibility has been encompassed within the con-
cepts and visions of wider attention-aware systems [45, 49,
40, 54]. On the other hand, works have evaluated specific
conventions relevant to interruptibility, such as the contextual
features adopted [19]; whether to use experience sampling
methods (ESM) [33] ; or human labelling by a third party [3].
In this paper we focus on approaches that:

• provide approaches for intelligent interruptions;

• test the interruption process in different scenarios, and gain
feedback from the user.

In doing so, this paper provides an analysis and classification
of intelligent interruption approaches in the context of ubiqui-
tous computing. We believe that this is timely: the fast mov-
ing nature of the subject, and it’s porous boundaries, mean
that it is challenging to characterise new contributions and
compare them against previous work.

In addressing this area, we assume that the relationship be-
tween the human and technology is such that technology ex-
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1. Scenario Selection 2. Data Collection 3. Prediction

Decide on the:

- interruptions used;

- interruption environment;

- intended objective

Decide on how to represent interruptions and re-
sponse behaviour

Collect data and extract feature vectors, includ-
ing choosing the :

- data traces to sample;

- feature variable extraction
process

Label the extracted feature vectors

Aggregate each instance to form a dataset

Perform pre-processing

Build predictive models, including choosing the:

- training method;
(e.g. offline or online)

- training data
(e.g. personalised subset)

Evaluate the predictive performance

Table 1. The typical linear paradigm of interruptibility studies, including subcomponents.

ists to augment and synchronise the individual’s behaviour.
Thus inappropriate interruption has a human cost (e.g. an-
noyance or cognitive burden), as does the lack of a legiti-
mate interruption (e.g. opportunity cost). This standpoint is
consistent with the supportive role of intelligent technology
and motivates accurate interruptibility prediction. Interrup-
tions in the right context have been argued to augment some
task-oriented environments [23] or even provide productivity
stimulus when self initiated [28].

We organise our analysis by first exploring the overarching
conventions in which interruptibility is defined. We then ex-
plore how interruptibility research is undertaken by follow-
ing the typical linear paradigm of: defining a scenario; data
collection; and building predictive models (Table 1). Within
each, we explore the design choices, assumptions, and imple-
mentation practices used. Additionally, the extent of interop-
erability and generalisation of technical approaches, beyond
the context in which they are introduced is also discussed. Fi-
nally, within each of these areas we highlight emergent trends
and issues, and propose open research questions (RQ) as po-
tential directions going forward.

Overarching approach towards assessing interruptibility
Inferring interruptibility concerns identifying whether intro-
ducing a stimulus that the user may choose to act upon is
suitable, typically decided in situ. Thus, to minimise disrup-
tion and maximise timely response rates, interruptions should
ideally occur at the most convenient or opportune moments,
where the disruption caused to an individual is minimised.
However there are degrees of freedom within this, as high-
lighted by Ho and Intille [19]. In particular their 2005 sur-
vey reports at least 8 definitions of interruptibility and 11
measures that impact the perceived burden of an interruption,
including functional activities, social context, historical pat-
terns of behaviour and emotional state.

More generally, we suggest that the definition of what it
means to be interruptible is fragmented across the literature,
with 3 broad categories:

• physiological ability to switch focus;

• cognitive affect on task performance;

• user sentiment towards the interruption.

The physiological ability to switch focus involves assessing
the cognitive workload of the user at the time of interruption,
and their capacity to receive it. At the very lowest level the
effect of mental workload on the user can be assessed using
EEG [35] or pupil size events [2, 4], although achieving this
outside of controlled conditions is currently not a practical
basis for measurement.

The cognitive affect on task performance addresses the ability
or overhead to switch from an existing task to an interruption
and then re-engage back to previous task. This has typically
been adopted in task-oriented environments through identi-
fying breakpoints where disruption is minimised (e.g., [25,
39]). A common metric used is the elapsed time to regain
focus after the interruption, commonly referred to as resump-
tion lag, measured through software events (e.g., [25, 1, 39,
26]).

User sentiment captures the current emotional state in reac-
tion to the interruption. This often involves more subjective
metrics captured on a Likert scale using self reports (ESM)
(e.g., [47, 43]). Some studies attempt to distinguish this con-
cept from physical interruptibility, by determining this as re-
ceptiveness to an interruption [19, 10].
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Figure 1. The distribution of interruptibility definition categories over
time. * Meta-analysis was conducted before the end of 2015.
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Interruptibility Category Experiment Environment Data Collection Labelling Strategy
Study Year PA CE US OE EITW IITW ESM RS SS ESM IOB PCL
[39] 2002 X X X X
[23] 2002 X X X X
[20] 2003 X X X X X
[24] 2003 X X X X X
[41] 2004 X X X X X
[22] 2004 X X X X
[1] 2004 X X X X X X X

[13] 2004 X X X
[6] 2004 X X X

[18] 2004 X X X X
[30] 2004 X X X X
[14] 2005 X X X X
[2] 2005 X X X X

[12] 2005 X X X X X
[21] 2005 X X X X
[19] 2005 X X X X
[25] 2006 X X X X
[49] 2006 X
[5] 2006 X X X X X X X

[31] 2006 X X X X
[35] 2007 X X X X X
[59] 2007 X X X X
[26] 2008 X X X X X X
[4] 2008 X X X X X

[52] 2009 X
[7] 2009 X

[28] 2009 X X X X
[10] 2010 X X X X
[27] 2010 X X X X X
[60] 2010 X X X
[15] 2010 X X X X
[56] 2011 X X X X
[58] 2011 X X X X
[11] 2011 X X X X
[50] 2011 X X X X X
[34] 2012 X X X X
[29] 2012 X X X X
[40] 2013 X
[54] 2013 X
[16] 2013 X X X X X X
[57] 2014 X X X
[46] 2014 X X X X
[47] 2014 X X X X
[55] 2014 X X X X
[53] 2014 X X X X X X
[43] 2014 X X X X X
[8] 2014 X X X X

[42] 2015 X X X X
[32] 2015 X X X X

Table 2. A decomposition of the approaches used across studies, sorted ascending by year. PA=Physiological Ability, CE=Cognitive Effect, US=User
Sentiment, OE=Observed Environment, EITW=Explicit “In-The-Wild”, IITW=Implicit “In-The-Wild’, ESM=Experience Sampling Methods, RS=Real
Sensors, SS = Simulated Sensors, IOB=Implicit Observations of Behaviour, PCL=Post-Collection Labelling.

In conducting our meta-analysis, we’ve grouped recent works
under these categories in Table 2, and visualised the dispar-
ity across works over time in Figure 1. We note that some
studies consider multiple categories and others do not de-
fine an explicit definition of interruptibility; in these cases

we have made our best judgement from the information pro-
vided. Overall, this supports previous claims that comparing
studies is a difficult task [54].

It could be argued that this fragmentation is due to these defi-
nitions having different relevance for different scenarios. For
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example, user sentiment is likely to be less relevant to nurses
working in an emergency facility [48], while office environ-
ments are more relevant to sentiment and the cognitive affect
on workload. Nevertheless, we observe a lack of standardised
definitions of interruptibility, which creates additional barri-
ers when comparing and building from relevant works.

DIMENSION 1: SCENARIOS FOR INTERRUPTIBILITY
The first dimension of interruptibility studies is defining the
scenario. At it’s highest level this captures the scope, by
defining a channel of interruption (such as smartphone noti-
fications), an environmental consideration (which addresses
the physical context in which the interruption is studied), and
the objective for the study.

In general, studies typically use a single channel for interrup-
tions. This ranges from audio recordings (e.g., [13, 12]); to
messaging communications (e.g., instant messaging [46, 16]
or email [27]); to tasks in other PC application windows (e.g.,
[14]); to phone calls (e.g., [11, 55]); and to smartphone noti-
fications (e.g., [43, 47, 51]). In reality, our daily lives involve
multiple devices that can interact with us in more than one
way. Additionally, these devices may have multiple means
of interaction, they may be restricted by place or time, and
multiple devices can exist at the same time. Exploring how
interruptibility can be affected by different channels (i.e., how
as well as when to interrupt) has been a relatively unexplored
area, which leads to the following an open research question:

(RQ1) How can different channels of interruption (and poten-
tially devices) be used in combination and to the best effect?

Sarter [54] reviews interruption management in a multi-
modal context, highlighting approaches that have been devel-
oped for different sensory channels. In particular, presenting
the user’s involvement and decision making in the interrup-
tion management process, as well as highlighting the perfor-
mance costs of interruptions and proposing empirically based
recommendations for modality choices given a range of sce-
narios. However more empirical work in this area is needed,
particularly comparisons where the same interruption content
is used.

Experiment environments have ranged from all moments of
daily life (e.g., through a personal smartphone [43, 57])
through to a more specific focus, such as those with high
social costs (e.g., [17]) or where task disruption is likely to
occur, such as in offices (e.g., [12, 41]). More generally, the
environments are either controlled or in-the-wild, as classi-
fied in Table 3. Controlled environments have traditionally
involved a laboratory setting, providing close observation of
behaviour and a restricted decision space within which activ-
ities are undertaken (e.g., [26, 29, 1]). However we argue that
while more natural behaviour can be assessed, in some cases
office settings may also fall into this category, such as when
a third party observer is present (e.g., [28]) or when cameras
are used (e.g., [12, 31]). A visualisation of the distribution
of these works (from Table 2) is shown in Figure 2. There is
a clear recent increase in experimenting in-the-wild, we sug-
gest that this likely due to the spatial and temporal freedom

Type Definition

Controlled environment

The experiment takes place in a static labora-
tory setting, involving simulations of activities
and interruptions. Users are typically com-
pensated for their time, but not always.

Explicit in-the-wild

The experiment takes place in situ around the
daily live of participants. However, the user
is continually aware of the experiment. The
participants are typically incentivised through
compensations for their time, but not always.

Implicit in-the-wild

The experiment takes place in situ around the
daily lives of participants. The experiment
is often embedded through other features that
the participant finds useful, providing more
natural incentive.

Table 3. Types of experiment environments used.
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Figure 2. The distribution of experiment strategies over time. * Meta-
analysis was conducted before the end of 2015.

that ubiquitous technologies such as the smartphone have en-
abled.

The objective for a study dictates to what extent different pri-
orities are considered for making or assessing interruptions.
For example, some papers have considered classifying all mo-
ments as either interruptible or not (e.g., [11, 47, 43]), while
others have considered finding breakpoints within or between
activities for interruptions to occur (e.g., [26, 58, 25]). There
are also instances with specific focus, such as predicting the
timeliness instant messages being read (e.g., [46]).

Overall, we note that the scenarios for studying interruptibil-
ity are heavily domain and interruption specific. The problem
is that the choices made here have a profound effect on the
later stages (e.g., what data is collected) and ultimately intelli-
gent interruption systems. This creates uncertainty in assess-
ing the interoperability for other scenarios, which could re-
quire costly implementation and testing to determine. There-
fore, another open research question remains in whether a
one-size-fits-all framework can be achieved or whether we
are limited to grouping studies based on similar scenarios:
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(RQ2) Given the diversity of potential scenarios, when are
generalised and interoperable solutions for interruptibility
sufficient, and when are domain specific solutions necessary?

We believe relatively little progress has been made on gen-
eralised approaches for interruptibility. Whilst some works
attempt to generalise specific channels of interruption (e.g.,
smartphone notifications [47]), possible unification of inter-
ruptibility approaches for flexibility across different scenarios
remains an ongoing area to explore.

DIMENSION 2: DATA COLLECTION
Data collection is a fundamental requirement; however there
are considerable degrees of freedom in what data is collected,
when, and how.

Representing context and interruption behaviour
Typically, interruptions are represented by a set (or vector) of
variables that capture the context at a given moment, and a la-
bel representing either some categorisation of interruptibility
or event dictating interruptibility (e.g., whether it is a cogni-
tive breakpoint). In the case of categorising interruptibility, a
typical convention has been to use a binary state (e.g., [53]) or
to represent the degree of interruptibility on a scale (e.g., [56,
43]). This representation of each interruption attempt pro-
vides the basis for statistical analysis and machine learning,
and sets the requirements for data collection.

This simplifies datasets into a set of cases where each states:
given a context, the user was interruptible (or not). However
this causes a reliance on the user completing a labelling pro-
cess in response to the interruption (e.g., filling in a survey
on their interruptibility [43, 47]). In reality, a user may be
interruptible but not enough to complete that labelling pro-
cess, or they may find doing so undesirable. It may also be
the case that not all information is available to the user until
they begin to respond (e.g. Android notifications). This could
result in responses that are started but then abandoned, where
arguably some degree of interruptibility is shown. This risks
these cases being classified the same as those where no re-
sponse was started, i.e. the user wasn’t physically interrupted
or they weren’t interruptible enough to switch focus.

Investigations into the importance of incomplete responses
has received little attention, in which we propose the follow-
ing research question:

(RQ3) Can including the extent of a response to an interrup-
tion provide additional semantic value for inferring the user’s
attentiveness towards it?

Across the literature there is a foundation of key works intro-
ducing relevant concepts. McFarlane and Latorella show that
the act of interrupting and responding is a decision process
[36] and Pejovic and Musolesi discuss the concept of user at-
tentiveness being a subcomponent of interruptibility [43]. We
note that the exact decision process and ways in which a re-
sponse can be abandoned is likely to be scenario dependent,
which may be further constrained by the technical viability
to collect this behaviour. However, there has been little em-
pirical investigation into the impact these responses have on
prediction accuracy if classed as either interruptible or not

Type Data Traces

Context

Smartphone Sensors: e.g., hardware sensors [57, 32, 46,
47, 53, 43, 11, 50] or software APIs [34, 57, 46, 55, 11,
8, 50]

Physiological sensors: e.g., physical state [32, 53] or ac-
tivity [53, 30, 19]

Environmental sensors: e.g., sound or motion in a room
[41, 13, 24, 6, 20, 21] or car [32]

Software events: e.g., active windows, keyboard and
mouse activity [25, 26, 29, 41, 13, 58, 39, 18, 6, 20, 22,
21, 14]

Calendar schedules [56, 57, 20]

Temporal logs: e.g., of user actions [29, 34, 46, 21]

Spatial logs: e.g., GPS [56, 57, 55, 53, 11, 50] or connec-
tions to antennas [41, 47, 55, 43, 22]

Latent

Self reports: e.g., experience sampling [10, 42, 41, 59,
53, 43, 23, 26, 30, 19] or post-experiment surveys [1, 16,
28]

Qualitative feedback: e.g., post-interviews [10, 23]

Third party observer reports: e.g., in situ observation [28]
or video annotations [24, 30, 12]

Physiological sensors: e.g., mental state or workload [35,
2, 53, 4]

Table 4. A categorisation of the commonly used data traces.

interruptible, or whether these cases should be classed sepa-
rately.

Representing the current context
A key design consideration is the choice of what data to cap-
ture to represent the current context. This involves a process
of collecting from raw data traces and extracting feature vari-
ables. Depending on the study, a top-down approach may be
taken where the variables are decided first. Alternatively, a
bottom up approach may be taken where the exact features
are decided after collection of a range of raw data traces.

Data traces
The aim of collecting data is to capture signals from which
a representation of the current context can be made. Table 4
details the types of data traces collected from, and classifies
them as either contextual or latent sources. These can loosely
be described as what is currently happening and what the user
feels respectively. Ideally, data should be as rich as possible,
and could span multiple modalities, however resource con-
straints and scenario environments typically dictate a subset
of these being used (as shown in Table 4) and could involve
different means of collecting the data (as shown in Table 2).

Advancements in ubiquitous sensing technology (such as the
smartphone) has seen the adoption of real sensors (e.g., [47,
6, 43]) rather than simulated sensors (e.g., [24, 12]) in recent
years (Figure 3) as a means to collect these data traces. We
suggest that this is likely due to the need for post-experiment
annotations no longer being a constraint. However there is
still disagreement over whether smartphone sensors should
be used [43, 47, 57] or not, due to accuracy and reliability
issues [56, 33, 53] and resource requirements [55]. However,
the personal relationship between these technologies and their
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Figure 3. The distribution of data collection strategies over time. * Meta-
analysis was conducted before the end of 2015.

user has been argued to allow more “ecologically valid data”
[38], rather than having peripheral devices, such as cameras
(e.g., [24, 12]) or wearable accelerometers (e.g., [19, 30]).
Nevertheless, the persistence of ESM suggests that the overall
stability and limitations in observing latent variables remains
an issue.

Additionally, we note from the literature that generally speak-
ing, a single or very limited number of devices are used in
combination. More recently, we observe a trend in the consol-
idation of sensing devices, such as only using a smartphone
(e.g., [43, 47, 11]). The emergence of communication en-
abled pervasive technologies in the environment (i.e. the in-
ternet of things) and upon the person (i.e. smart wearables),
could augment existing data traces (shown in Table 4) (e.g.,
a light sensor in a room might be more suitable than a smart-
phone equivalent in a pocket), or extend the possibilities of
what contextual data is possible to collect - leading to the
question:

(RQ4) How can emerging sensor-equipped ubiquitous tech-
nologies (such as wearables) improve sampling accuracy and
reduce collection and processing complexity in-the-wild?

Tapping into these technologies could be promising for fu-
ture research, with their presence becoming more natural and
accepted (like the smartphone), rather than the presence of
foreign peripheral devices introduced just for experiments.

Alongside sensor-based collection, human feedback has been
a key source of data traces; either from a third party observer
(e.g., [28]) or by the participant themselves (e.g., [43, 23]).
Participant feedback has typically been collected through ex-
perience sampling methods (ESM) (e.g., [59, 42]), often in-
volving the user answering questions to a survey in situ. The
benefits of this include being generally applicable, having a
low cost overhead in terms of technical resources, and allow-
ing the collection of latent variables which aren’t easily ob-
servable by readily available sensors [33]. However, the use
of ESM for interruptibility research specifically has been con-
troversial due to the additional interruption cost it places on

Type Features

User Features Pupil size events [2, 4], EEG events [35], emotion [53,
43, 15], learning style [57], personality [57], time un-
til next calendar event [22, 56]

Environment
Features

Coarse location [59, 42, 47, 53, 43], fine location [57,
56, 41, 23], other people present [24, 12, 43], states
e.g. door open/closed [12, 13], cell tower id [55],
wifi ssid [55], nearby bluetooth [43], wireless signals
[22], smartphone ringer state [46, 11], smartphone
screen covered [46, 47, 11], smartphone orientation
[47], ambient noise [11, 6]

Interruption
Features

Content e.g. text or phone number [55, 10, 50],
task complexity [16], number of queued interruptions
[46], time between interruptions [20]

User and
Environment
Features

Time of day [12, 57, 56, 41, 22, 46, 55, 47, 50], day
of week [57, 22, 46, 55, 53, 50], month [55], user is
in conversation [59, 22, 12, 53, 22, 21], user’s cur-
rent activity [12, 41, 57, 53, 43, 23, 28, 30, 50], user
is present [12, 6, 20, 19, 24], software events [46,
22, 41, 34, 58, 39, 18, 8, 6, 28, 13, 20, 21, 14], un-
usual environment to be in [42], frustration level [57,
1, 26], stress [53], level of annoyance [5] respiration
[53], ambient sound [41, 22, 20], car movement [32],
human motions [32, 19], smartphone motions or ac-
celeration [47, 11], PC active and inactive time [22]

User and
Interruption
Features

Social relation [59, 16, 50, 15], interruption frequency
[16], content desirability [42], perceived mental effort
[1, 16], perceived task performance [16, 1], resump-
tion lag [25, 1, 34, 39, 26], perceived timeliness of
delivery [42], number of primary task errors [29, 5],
primary task duration [1, 34, 22, 5], elapsed time to
switch to interruption [46, 53, 21, 26], primary task
complexity [57, 16], interruption timestamp [55], in-
terruption duration [34, 1, 53, 5], perceived time pres-
sure [1], previous or next task cue presented [29],
elapsed time before user reaction [18], influence from
social contexts [15]

Table 5. A categorisation of the common variables used for modelling,
extracted from data traces.

the user [11], as well as the questionable accuracy and con-
sistency of human quantification [41, 42].

Feature Variables
After collecting data traces, feature variables are extracted
from the raw data to create a flat structure representing the
current context. A common first step is to apply smoothing
techniques to the data, in order to remove noise (e.g., [35]).
From the meta-analysis conducted, we can see no evidence
of widely adopted conventions within interruptibility studies
- potentially due to the use of different data traces and hard-
ware. Whilst technically challenging, this is an issue to con-
sider going forward as this can affect the conclusions of the
statistical analysis and machine learning.

Generally speaking, these variables can be categorised as rep-
resenting either the: user, environment, interruption, or the
relationships between these. A previous survey by Ho and In-
tille [19] detailed 11 measures/variables that have previously
been considered to influence interruptibility. However, due to
the volume and breadth of studies since, we have extended
their observations and detailed the commonly used variables
in Table 5. It should be noted that the variables included
here were identified where they were either explicitly stated
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or a reasonable level of confidence could be assumed. Whilst
some features are scenario dependent, we observed great dif-
ferences across works in the features used, with only a few
reoccurring often. Again this supports that comparing and
building from interruptibility works is challenging [54].

Assessing the suitability of feature variables is a common
practice when attempting to reduce the footprint of predictive
models in relation to classifier performance. However, given
the complexity associated with collecting and transforming
data traces to feature variables, it would be useful to quan-
tify the resource cost that this brings. Choosing appropriate
and technically feasible data sources is common at the de-
sign phase, but reflecting on the cost post-collection has re-
ceived little attention. When operating in environments with
highly constrained resources, such as the smartphone, this
could bring valuable design considerations for future studies
and applications:

(RQ5) Can the utility of potentially influential variables be
standardised by considering the trade-off between accuracy
and sampling / processing complexities?

Several works have touched on this within wider domains.
For example, Lathia et al explore the issues relating to smart-
phone sensor sampling stability [33]. However, this is not
common practice for interruptibility studies. A standardised
means of quantifying the cost of retrieving individual feature
variables on specific hardware or empirical evidence of the
difficulties of doing so would be valuable for future design
considerations.

Labelling interruptions
Labelling instances of interruptibility is necessary for classifi-
cation purposes, however accomplishing this can be problem-
atic. Two distinctly different approaches have been dominant
in this area, explicit or implicit labelling. Explicit labelling
typically involves direct labelling by the user through self re-
porting (ESM) (e.g., [19, 12, 15, 11, 43]). Likewise to collect-
ing data traces, whether a user can accurately and consistently
quantify their interruptibility, both in real time (e.g., [19, 12])
or retrospectively (e.g., [42]), has been brought into question
[55]. Alternatively, implicit labelling involves observing user
actions and making deductions (e.g., [11, 46, 55]). For a
smartphone, this may be observing whether a phone call is
answered or a notification is dismissed.

Figure 4 visualises the adoption of these labelling practices
over time. We find that retrospective labelling has not been
widely used in recent years, likely due to technological ad-
vances enabling participant feedback in situ. Interestingly,
the debate of using ESM or implicit behaviour observation is
reflected in the consistent use of both techniques over time.

Datasets
Datasets collected for the study of interruptibility have pre-
dominantly involved a small number of subjects (up to ap-
proximately 20 participants) as seen in [13, 55, 43] and up
to approximately 100 as seen in [50, 16, 46, 47], with larger
analysis of thousands of users being an uncommon and rel-
atively recent occurrence, as seen in [51, 34]. It could be
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Figure 4. The distribution of labelling strategies over time. * Meta-
analysis was conducted before the end of 2015.

assumed that more data from more users for longer is bet-
ter, however there has also been investigations into reducing
dataset size in later stages, to balance the footprint of predic-
tive models with accuracy [13, 11]. Establishing suitability
guidelines for dataset size and diversity has received little at-
tention. However, we note that there has been support for
the importance of longitudinal data, to observe interruptibil-
ity habits over time (e.g., [35, 43, 29, 55]).

Additionally, there has been little attention towards the scala-
bility and sustainability of the architecture to collect datasets.
Historically, forming a dataset involved manually retrieving
the data from each participant (e.g., [19]), whereas the intro-
duction of technologies such as the smartphone has enabled
a more autonomous client-server model, supporting in-the-
wild studies (e.g., [47]). With data traces potentially becom-
ing more diverse and integrated into our daily lives (as noted
by RQ4), this raises a key research question:

(RQ6) What architectural barriers remain in enabling the
collection, storage, and processing of detailed sensor data
and interruptibility behaviour at scale? More specifically,
what roles should sensors, personal devices and servers play
to minimise connectivity and processing bottlenecks?

Several approaches have highlighted architectural frame-
works encompassing wider intelligent interruption systems
(e.g., [57, 40]). However, we note from the meta-analysis
that empirical evidence of feasibility at scale is lacking. This
could be supported from works in other wider areas, includ-
ing: cloud computing, high performance computing and net-
work aspects of other areas within ubiquitous computing.

Extending from this is the social, ethical and privacy stand-
point for this architecture and the resulting datasets, in which
we propose the following research question:

(RQ7) What consent and anonymisation measures are appro-
priate for applications and researchers to know how inter-
ruptible someone is, and how does this balance with the po-
tential for bias from the knowledge of behaviour monitoring?
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This area has also received little attention but is arguably fun-
damental to the viability of interruptibility research for real-
world applications. With this in mind, there are currently are
also no conventions to provide “open data”, impeding repro-
ducibility of results, or consideration of benchmark data sets
for alternative analysis methods by other researchers, which
would be invaluable for future studies.

In addition, obtaining quality data requires user engagement,
which in turn requires appropriate incentivisation. However,
if incentives cause deviations from natural behaviour they can
adversely affect a study and its conclusions [38]. The balance
of informed consent and behavioural bias extends beyond in-
terruptibility into the wider research space of observing and
learning from human behaviour [38]. Popular methods within
interruptibility studies for addressing bias and incentivisation
include: using monetary compensation (e.g., [14, 42, 25]);
providing feedback and visualisations to the user; or imple-
ment an additional utility (e.g., mood diary features [47]).

The convention of experimenting in-the-wild (e.g., [43, 51,
35]) also addresses this bias to an extent by removing the lo-
cality limitations of a controlled experiment, promoting nat-
ural behaviour [38]. Ubiquitous technologies are enablers for
this and it is becoming an increasingly popular approach (Fig-
ure 2), as it can also operate within the conventions that the
user is already comfortable with, such as mobile applications
(e.g., [47]). However this only mitigates some data quality is-
sues. For example, in many cases participants in such studies
are self-selecting, which can be challenging to control both
the quantity and the quality of data.

DIMENSION 3: PREDICTION
We focus on prediction through machine learning as our final
stage, explored through an examination of feature selection,
classifier training, personalisation and evaluation. It should
be noted that not all works study prediction; some simply
apply statistical tests (e.g., [34, 29]) to determine whether
certain factors correlate with interruptibility. While the con-
ventions followed are relatively uniform, we note that studies
unnecessarily hinder interoperability by not considering the
boundaries of generalisation beyond the confines of the study.

Finding influential features
It is plausible to assume that some chosen feature variables
may provide more predictive power than others. Commonly
referred to as feature selection, this (optional) step aims to
reduce the size of predictive models by investigating the im-
pact of adding or removing each variable to the model. Com-
mon techniques for this include using a statistical correlation-
based approach [12, 59] or a wrapper-based approach [12,
53], where subsets of features are evaluated to quantify their
effect on classification performance. Our analysis showed
that direct comparisons of these techniques are uncommon.
However, Fogarty et al [13, 12] showed no significant differ-
ence between selection methods for accuracy in their study,
but the fewer features typically selected in a wrapper-based
approach was deemed favourable.

Feature ranking is another technique used to measure the in-
fluence of features; it is more abstract than the other methods

by decoupling from a particular ranking measure. Fogarty
et al [12] use an information gain metric, whilst Pielot et al
[46] define their measure using the number of classifications
which become incorrect after the feature is removed. Ad-
ditionally, some works do not perform feature ranking, but
do observe the common presence of features across different
generated classification models [55].

Overall, these techniques balance accuracy with the number
of features to reduce model size and mitigate issues such
as overfitting. However the possibility of design constraints
for devices such as low-end smartphones suggests that these
shouldn’t be the only metrics when aiming to reduce features.
An assumption is often implicitly made that the features ex-
tracted are accurate and reliable, however there has been evi-
dence that this may not to be the case [33, 38]. An extension
of RQ5 would be to include how the quantified utility of a
variable can be used with feature selection techniques.

From datasets to training sets
Predictive models are typically trained from a subset of the
dataset, with the remainder used for testing the model. Sev-
eral techniques have been adopted by interruptibility studies,
the most common being cross-validation (e.g., [31, 13, 53,
43, 35]). This involves splitting the dataset into a training and
a testing set multiple times (typically 10 folds) and using the
mean performance, mitigating potential skewness from using
a single training set. Less common methods of splitting train-
ing data from a dataset are also used. For example, Sarker et
al [53] attempt to reduce the training data needs by creating
additional representations of datasets using groups of cases at
opposite polarities (in this case the 6 quickest and the 6 slow-
est responses). However, it is unclear whether this would be
applicable beyond the confines of that individual experiment.

As this process is independent of the dataset size, a common
objective has been to reduce the amount of data needed to
train a model (e.g., [13, 11]). This reduces the overall com-
plexity and improves viability for real-world applications [13]
by reducing storage and processing requirements. In practice
however, studies have had varying success with this practice.
Fogarty et al [13], showed evidence of diminishing returns
(using more than 40% of the original dataset) in the accu-
racy more training data brings. However, Fisher and Sim-
mons [11] show clear fluctuations in the accuracy as more
training data is considered, across several classifiers.

Whilst the typical focus has been on reducing the volume of
training data, the usefulness of this is arguably limited be-
yond reducing the footprint of static models within the con-
fines of that experiment. If another study wishes to apply the
same approach, or for systems where data is captured over
time, knowing what diversity and temporal representation the
training data needs would be more useful. However this has
received little attention, from this we propose the following:

(RQ8) How do training dataset characteristics such as fea-
ture diversity and temporal representation affect the dimin-
ishing returns of prediction performance?

Smith et al consider concept drift in their analysis [55], where
the values for some features may only appear in the test data,
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Classifier Works Classifier Works

Offline

Naive Bayes [24, 13, 12, 11, 46,
55, 43, 59, 41, 14]

Support Vector Machines [24, 12, 11, 46, 55,
53]

(Derivatives of) Decision Trees [24, 12, 11, 47] Adaboost (w/ decision stumps) [24, 12, 43]
Bayesian Network [20, 43, 22] Logistic Regression [50, 46]
Random Forests [46, 32] (Derivatives of) Nearest Neighbour [11, 55]
Neural Networks [47] JRip [47]
RUSBoost [55] Genetic Programming [55]
Association Rule Learning [55] Adaptive Neuro Fuzzy Inference System [57]
Partial Least Squares [16]

Online
Naive Bayes [43, 55] Hoeffding Tree [43]
k-Nearest Neighbour [55] Support Vector Machines [55]
RUSBoost [55] Ozaboost [43]

Table 6. An overview of classifier algorithms used for interruptibility prediction.

hindering the opportunity for an optimal model. However,
further attention towards this issue is needed at individual
study level, as this will have profound benefits for the via-
bility for real-world systems.

Training online vs offline
Historically, interruptibility works have predominantly fo-
cused on offline learning (e.g., [59, 24]), where data is col-
lected in advance and used to train a static model. A con-
tributing factor to this has been the technical constraints from
using distributed sensors without connectivity (e.g., [12]) and
where there also may not be a means of processing data and
training models in situ, or redelivering models autonomously
between a server and client. However, we note that offline
learning also has strengths, such as typically aggregating data
from multiple subjects.

In contrast, the connectivity offered by the smartphone has
allowed sensing, processing, decision-making systems, and
feedback loops to either be entirely centralised [43] or split
between the device and a server [57]. This allows the explo-
ration of online learning approaches in-the-wild, where mod-
els are revised regularly as new data is collected. Typically,
this approach has been used for personalised models [43, 57],
where issues such as availability of initial data [43, 55] can
be mitigated by improving models over time. Conclusions on
which is better to use when is still arguably in its infancy, we
therefore highlight the following ongoing research question:

(RQ9) When should intelligent interruption systems adopt on-
line and offline learning, and what factors in the scenario and
data collection influence this choice?

We note from the literature that the majority of works con-
sider a single technique, with only a few recent studies di-
rectly comparing performance (e.g., Smith et al [55]) and oth-
ers considering both individually in the analysis (e.g., Pejovic
and Musolesi [43]). Further comparative evidence would be
a useful contribution to the area, particularly using hardware
capable of both (e.g. smartphones).

Personalisation vs composite models
The debate of aggregating user data to create composite mod-
els (e.g., [12, 47, 46, 53]) against personalising models for

each user (e.g., [31, 50, 43]) often concludes in favour of per-
sonalisation. This is due to the variety of environments, activ-
ities, interruptions and preferences across users in their daily
life [43, 55]. Personalised models have typically been as-
sociated with the adoption of online learning (e.g., [43, 55]),
however there is an issue of having little training data initially.

Due to the fragmentation of works in terms of scenarios and
features, it is hard to draw strong conclusions on which is
better overall, or whether this is scenario dependent. Fur-
ther to this, mixing personal and aggregated data as a hybrid
approach has also been suggested [13]. In this case, aggre-
gated data from other users could provide the initial model,
which could then be removed as personalised data becomes
available [13]. This could also mitigate against the issue of
over-personalisation, instead of introducing randomness. As
with offline and online learning, we note an absence of guide-
lines across the literature of when each is more appropriate,
in which we propose:

(RQ10) Do personalised models mean better performance
and how does this balance with increased complexity? Could
a hybrid approach using personal and aggregated data re-
duce the training requirements for new users?

As machine learning involves the use of at least one of these
approaches, all works highlighted in Table 6 provide a basis
for addressing this research question. However, we note that
the number of comparative works is limiting (e.g. Pejovic and
Musolesi [43] compare learning from a combined set of un-
ordered cases and personalised ordered cases). Additionally
there has been little empirical investigation into a framework
for facilitating a hybrid approach to training data, where any
complexity and accuracy trade-offs could be improved upon.

Classification performance
The introduction of machine learning suites such as Weka
[13, 12, 55, 43, 59] and MOA [43] have enabled straightfor-
ward analysis of machine learning classifiers and parameters.
However the variations in the exact design choices adopted
presents challenges when comparing works (as evidenced in
Table 6), worsened further by the other varieties in scenarios
and data collection practices. The overarching problem is that
it is difficult to assess the likelihood of the predictive model
being interoperable to other studies or applications.
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Across studies, several classifiers have been used (Table 6),
with the most common domains being: tree, rule, function
or Bayesian based algorithms. A typical convention has been
to experiment with multiple classifiers and choose which has
the best performance, sometimes by using statistic tests (e.g.,
[12]). However, as with feature selection, accuracy may not
be the best metric for resource sensitive technologies. In these
cases the computational complexity associated with generat-
ing and storing the model (or the connectivity requirements
for sending the data to and from a server). Some works con-
sider complexity when choosing classifiers (e.g., [50]), how-
ever this is not a widely adopted convention.

For evaluation, some studies compare performance against a
baseline (e.g., [55, 59]) or human estimators (e.g., [24, 12,
56]). A popular method for creating a baseline has been clas-
sifying all moments as not interruptible (e.g., [13, 12, 47])
or interruptible (e.g., [59]). We suggest that this is likely
motivated by different scenario objectives. Alternatively, Pe-
jovic and Musolesi [43] create a bespoke baseline that “calcu-
lates the ratio of training set interruptions which resulted in a
user reaction, and then in the simulator activates a notification
with the probability that corresponds to that ratio”. Whether
a means of generalisation is achievable given the different ob-
jectives (e.g., avoiding unsuitable interruptions or exploiting
possible opportunities) remains an ongoing area to explore.

In terms of reporting results, reporting confusion matrices is
a common practice (e.g., [13, 53, 41]), or metrics calculated
from them, such as precision and recall (e.g., [47, 43]), F-
measure scores (e.g., [53]), or plotting true positives against
false negatives (e.g., [35]). Less common metrics include
Kappa statistics (e.g., [53]) and area under curve values (e.g.,
[47, 35]). Finally, more bespoke metrics have also been used,
for example, Pielot et al [46] introduces a penalty system
for misclassifications, using a higher cost when being non-
interruptible is misclassified. We note from our analysis that
the justification is typically (but not always) seemingly driven
by machine learning conventions, rather than interruptibility
objectives, where an incorrectly predicted suitable moment
arguably has a greater negative impact than an incorrectly
predicted unsuitable moment [24, 46, 55].

The overarching theme across these components is a diffi-
culty to determine the suitability beyond the confines of the
particular study. This raises questions of possible perfor-
mance differences if a different feature selection or training
method was used for example, or if the scenario and data col-
lection practices changed. To enable more comparative work,
an opportunity exists to construct a framework for evaluating
and presenting classifier performance. We envisage an ab-
straction layer sitting below the convention of machine learn-
ing, in which we encourage the promotion of 4 components:

1. A means to benchmark classifier performance against ei-
ther the most commonly used classifiers (Table 6) or a sub-
set with similar computational complexity.

2. Using these results, discuss or show how the performance
may change beyond the current investigating scenario, e.g.
where resource sensitive technologies are used.

3. Performance should be compared against baseline conven-
tions for unsuitable interruption cost and/or missed oppor-
tunity cost, using statistical tests.

4. Analyse how together, and individually, performance met-
rics (e.g., precision and recall) can be maximised in rela-
tion to interruption/opportunity costs.

As an extension of RQ2, this is a non-trivial problem, where
the solution may not be a unified approach to conducting
and evaluating interruptibility studies, but means in which the
likely boundaries of interoperability can be better predicted.

CONCLUSIONS
The ability to perceive the interruptibility of another human
being is an ability that has fundamental ramifications on our
effectiveness to communicate. The introduction of pervasive
technologies capable of interruption, such as the smartphone,
has extended the impact of a machine’s inability in our daily
lives. As a result, research has focused on building towards
intelligent systems for managing interruptibility. However,
in doing so the specific scope in terms of: types of interrup-
tions, environments and objectives has left the boundaries of
the problem difficult to define [54].

The implications of this study is twofold, firstly, we conduct
a meta-analysis of existing literature structured around the 3
linear stages that studies typically take: scenario selection,
data collection, and predictive modelling - and the subcom-
ponents within these. Whilst works have previously evalu-
ated specific areas of relevance (e.g., [3, 33, 54]), we add to
these by providing a holistic analysis of interruptibility re-
search directions over time. We identify that not only is this
an evolving research area, but there are several fundamental
issues that require greater attention. Secondly, we propose 10
research questions towards the development of intelligent in-
terruption systems. These include gaps to address in specific
subcomponents, as well as wider trends, such as a lack of
substantial exploration into the boundaries of generalisation.
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