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Remembering planned activities, resuming tasks previously interrupted, recall-
ing the names of colleagues, sustaining focused performance under the pressure
of interruptions, ensuring that we don’t miss important information . . . these
are only a few examples of critical activities whose performance is guided by
attentional processes. This chapter proposes that knowledge about attentional
processes can help us design systems that support users in situations such as those
described above. The first part of the chapter gives an overview of some of the
essential theoretical findings about human attention. The second part analyses
attentional breakdowns and how those theoretical findings may be applied in
order to design systems that either help avoid attentional breakdowns or assist
in recovering from them.

2.1 Introduction

Current information and communication technologies concentrate on
providing services to users performing focused activities. However,
focused activity is no longer the norm. Users are often interrupted,
they switch between the contexts of different devices and tasks, main-
tain awareness about the activity of distant collaborators and manage
very large quantities of information. All this results in high cognitive load
that may hinder users’ overall achievements.

In order to address interaction in a more realistic manner, we have been
working on the development of systems that are capable of supporting the
processes that govern human cognitive resources allocation: attentional
processes.

Attention plays an essential role in task performance and interaction.
It enables us to act, reason and communicate, in physical or virtual envi-
ronments that offer us stimuli exceeding, probably by several orders of
magnitude, what we are actually capable of processing. Attention makes
it possible for us to pursue goals without being distracted by the immense
variety of available alternative stimuli and actions and undeniably medi-
ates our interaction with the world.
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Many years of research, within several fields of study, have demon-
strated that attention is a surprisingly complex and multifaceted phe-
nomenon. However, as we discover more about the processes involved in
attention, we are also increasingly provided with the knowledge nec-
essary to design systems that take into account the limitations and
characteristics of such processes. This is particularly important because
people interact with a growing number of devices while involved in
many parallel activities. Hence the strategies and means employed for
allocating and shifting attention play a major role in performance and
satisfaction.

In our approach, the essential cues enabling the understanding of user
activity are the user interactions with the environment. Such interac-
tions are managed by attentional processes, which guide the allocation
of cognitive and physical resources, allowing one to both perceive the
environment and act upon it. Attention allocation can be used as the
proxy that both reveals and guides interactions enabling us to build
attention-aware systems (Roda and Thomas 2006). These systems rec-
ognize that attentional processes play an important role in many of the
problematic situations faced by users of digital environments and aim
at reducing information overload, limiting the negative effects of inter-
ruptions, increasing situation awareness (especially in the case of vir-
tual environments) and supporting users in situations of multi-tasking
(Roda and Nabeth 2007). In our work, for example, we have been able
to show that attention management may effectively guide interaction in
digital learning environments. The results obtained show that attention-
based scaffolding improves students’ results, while fostering a more
proactive attitude towards the learning activity and increased motivation
(Molenaar and Roda 2008 and Molenaar et al. in chapter 11 of this
book). Similar results highlighting the positive effects of attention sup-
port have been obtained by others in situations of cooperative problem
solving (Velichkovsky 1995) and in contexts where the user needs proac-
tive assistance (Eisenhauer et al. 2005).

One problem that has often been encountered in designing attention-
aware systems is that current knowledge about the cognitive and per-
ceptual processes underlying attention allocation is, if seen from an
HCI (human–computer interaction) point of view, very scattered. At
the macro-level, many different theories, based on diverse hypotheses,
describe individual aspects of attention, but no unified view of atten-
tional phenomena exists. At the micro-level, research results about indi-
vidual attentional phenomena are often analysed for very simple tasks
and environments which, while allowing for sound and well-controlled



Human attention and its implications for HCI 13

experimental settings, do not reflect at all the conditions of users in real-
world applications. Unfortunately this situation is not likely to change in
the short term. The integration of the different aspects of attention in a
single theory capable not only of describing individual phenomena but
also of predicting their effects and interactions seems currently out of our
reach. Perhaps easier to achieve is the scaling-up of some of the findings
reported on individual phenomena so that they are a closer approxi-
mation of real-world settings in which users select their own goals, read
documents composed of many words, see screens whose content depends
on previous operations, etc.

The aim of this chapter is to collect the findings of psychological
research that appear most relevant to the design of attention-aware sys-
tems (section 2.2) and then to show how these findings have been, or
could be, used in design (section 2.3). Given the breadth of this review,
it is necessarily very partial, but it will hopefully give the reader a feeling
for the issues involved in designing systems that take into consideration
human cognitive and perceptual limitations.

We set the scene with the classic endogenous versus exogenous per-
spective on attention and then explore two important areas of study:
divided attention and automaticity. Understanding divided attention is
essential to the design of attention-aware systems because, under this
heading, we find research highlighting the constraints under which we
perform multiple tasks and attend to multiple sensory input. Automatic-
ity, on the other hand, explores what we appear to be able to do more
easily, although the subsection on ‘what we may miss’ mitigates the view
of our efficiency. Section 2.2 concludes with an overview of the important
relationship between attention and memory and a discussion of long-term
attention which is almost completely excluded from current studies in
cognitive psychology and neuroscience. In section 2.3 we turn to the
application of psychological theories to system design. In order to do
this, we consider common situations of failure, which we name attentional
breakdowns, and describe how attention-aware systems may help avoid,
or recover from, such breakdowns. In particular we consider: prospective
memory failures; retrospective memory failures; task resumption failures;
disruption of primary tasks; missing important information; and habitu-
ation errors. In discussing recovery and avoidance of these breakdowns,
we consider several types of systems; however, we don’t discuss here three
large application domains: machine vision, robotics and virtual reality.
We believe that most of the discussion in this chapter would also apply to
these domains, but a treatment of their specific requirements is outside
the scope of the chapter.
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2.2 The many faces of attention

Attention has been extensively studied for many years. However, the
answer to the question what is attention? is not a straightforward one.
Attention as selection has been the most common paradigm guiding
research in this field (Baddeley and Weiskrantz 1993; Driver 2001; Lavie
and Tsal 1994; Parasuraman and Davis 1984; Posner 1982), although
some authors stress that attention selectivity covers a variety of very
different purposes and functionalities (see, for example, Allport 1993).
Within the attention as selection paradigm attention is seen as the set of
mechanisms that allows the allocation of cognitive resources, which are
assumed to be limited. In the literature, attentional selection has been
associated with a variety of – possibly overlapping – functions, including
influence over (1) which stimuli will be processed, (2) which informa-
tion will enter working memory (Awh, Vogel and Oh 2006; McNab
and Klingberg 2008), (3) which stimuli will reach a level of conscious
availability (Koch and Tsuchiya 2007; O’Regan and Noë 2001; Pos-
ner 1994) and (4) which internal and external actions will be per-
formed (Hommel 2010; Hommel, Ridderinkhof and Theeuwes 2002;
Norman and Shallice 1986).

With respect to visual attention, for example, Desimone and Duncan
(1995: 194) summarize attentional selection as follows: ‘At some point
(or several points) between input and response, objects in the visual
input compete for representation, analysis, or control. The competi-
tion is biased, however, towards information that is currently relevant
to behaviour. Attended stimuli make demands on processing capacity,
while unattended ones often do not.’ With respect to action, Norman
and Shallice (1986: 3) propose that ‘two complementary processes oper-
ate in the selection and control of action. One is sufficient for relatively
simple or well-learned acts. The other allows for conscious, attentional
control to modulate the performance.’

This section discusses three aspects of attention that are particularly
relevant to HCI. First, in section 2.2.1, we are concerned with the issue
of how attention may be affected by the environment and by the inter-
nal state of the user (e.g., his goals, intentions, motivation) and how
these effects may interact. This knowledge will provide us with a better
understanding of how, by acting on the user environment, devices may
direct or protect users’ attention. Second, in section 2.2.2, we explore how
attention may be divided among several targets. This aspect of atten-
tion is obviously related to multi-tasking, which is a normal condition
of operation in most computing environments. The objective is to gain
an understanding of how the organization and presentation of several
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tasks and information may affect user performance. Third, in section
2.2.3, we consider the issue of automaticity. Automatic processes are
those that can take place without disturbing ongoing activity. If a device
can communicate with users by activating automatic processes then the
communication is very efficient and does not disturb the user. Fourth,
section 2.2.4 explores the relationship between attention and memory
through two constructs: working memory and prospective memory. The
former has often been correlated with intelligence; it significantly impacts
on the efficiency with which we can treat information and defines the lim-
its to the amount of information we can elaborate at one time (Buehner
et al. 2006; Conway et al. 2002; Engle 2002; Engle, Kane and Tuholski
1999; Engle, Tuholski et al. 1999). The latter controls our ability to per-
form planned actions; because of its high failure rate, supporting prospec-
tive memory is particularly important. Finally, section 2.2.5 briefly
discusses the time span of attention over which digital support takes
place.

2.2.1 Endogenous/exogenous – top-down/bottom-up processes

Attention selectivity can be considered as guided by two main mecha-
nisms. Either attention is captured, in a ‘bottom-up’ manner, by external
events – as when one notices a sudden loud noise in the silence – or
it is controlled voluntarily, in a ‘top-down’ manner, by the subject – as
when one follows the sequence of words in a text one is reading. The
two types of control are often called respectively exogenous and endoge-
nous to stress the fact that either external or internal (to the subject)
events regulate attention allocation. This dichotomy, bottom-up versus
top-down, is in many ways related to the classic dichotomy, recurrent
in twentieth-century psychology, focusing on either conscious control of
human behaviour, as proposed by humanist theories, or behaviour which
is determined by environmental factors, as in early behaviourist theories,
and unconscious choices, as proposed by Freud. Many current theories
of attention assume that both aspects intervene, so that some human
experiences and behaviours are automatic responses to environmental
stimuli, whilst other experiences and behaviours are under the control
of the subject. The top-down, bottom-up dichotomy has also been the
source of a debate related to the fact that some authors see attention
as a cause, others see it as an effect, and others yet as a combination of
both (Fernandez-Duque and Johnson 2002; Stinson 2009). Under the
causal interpretation, attention is seen as an engine capable of orienting
perception and guiding cognitive processes. Such a motor is generally
modelled through some ‘executive system’ which, some authors dispute,
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is none other than a homunculus because no clear account is given of its
functioning. Effect theories of attention, instead, see attention allocation
as the result of various sensory and cognitive processes. These theories,
rooted in neuroscience, maintain that no executive system exists and
perceptual stimuli compete in order to activate cortical areas, and atten-
tion is merely a side effect of these competitive processes. So, while cause
theories associate attention with top-down processes and dispute whether
attention plays a role in bottom-up processes as well (i.e., whether
there can be any processing of sensorial input without attention), effect
theories merely see attention as a by-product of bottom-up processes
(i.e., attention plays no role in the processing of sensorial input). Whilst
the main objection to cause theories is the homunculus issue, the main
objection to effect theories is their alleged inability to account for sit-
uations in which very salient stimuli are not attended, or vice versa,
low-saliency stimuli are.

As we return to the discussion of top-down (or endogenous) and
bottom-up (or exogenous) processes, we will see that, although this chap-
ter mainly reports on causal theories, the themes mentioned above will
recur often.

An important difference between the two attentional mechanisms is
that exogenous processes are assumed to be capable of processing sev-
eral stimuli in parallel, while endogenous processes are considered to be
sequential; consequently the former are much faster than the latter. Chun
and Wolfe (2001: 279) stress the fact that ‘endogenous attention is vol-
untary, effortful, and has a slow (sustained) time course; . . . exogenous
attention draws attention automatically and has a rapid, transient time
course’.

The interaction between exogenous and endogenous processes has
been the subject of much research and it is often studied through mod-
els based on the observations of subjects’ physical and/or neurological
activity. Following most theories, overall attentive behaviour cannot be
determined by one or the other type of processes individually. However,
from the point of view of HCI, it is important to note that exogenous
processes are triggered by changes in the environment, i.e., something a
device may be able to provoke, whereas endogenous processes are under
the subject’s internal control which a device may only be able to influence
indirectly.

Following this classic differentiation between endogenous (top-down)
and exogenous (bottom-up) processes, many authors have proposed
more detailed models describing how these processes may work.

Bottom-up processes select stimuli on the basis of their saliency,
where saliency is determined by how much an item stands out from its
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background based on basic features (e.g., colour, shape, etc.), luminance,
level of detail or extended configurations (Rensink, chapter 3 in this vol-
ume). Other factors that appear to influence bottom-up selection may be
learned – e.g., hearing one’s own name in a conversation is very salient,
and a famous face generates more interference than an unknown one
(Lavie 2005) – or are instinctively important – such as translating and
looming stimuli (Franconeri and Simons 2003) or novel signals (Fahy,
Riches and Brown 1993). Note, in passing, that this strictly bottom-
up definition of saliency is not shared by all authors. Bowman et al. in
chapter 5 of this book, for example, define saliency in terms both of
bottom-up and top-down processes, including factors such as relevance
to long-term goals and emotional significance.

Top-down processes, instead, select stimuli on the basis of their rele-
vance to the current task or goal. This selection may be done by enhancing
the quality of the signal of stimuli that have certain task-relevant features
at a given time. Top-down processes are based on information describ-
ing which characteristics of the input are relevant to the current task.
Duncan and his colleagues call this information the attentional template
(Desimone and Duncan 1995; Duncan and Humphreys 1989). It also
appears that the strength of the bias associated with certain input charac-
teristics ‘depends on the difficulty of the task performed at the attended
location’ (Boudreau, Williford and Maunsell 2006: 2377) so that, for
example, if a stimulus is more difficult to recognize, the top-down signal
supporting its selection will be stronger.

An important aspect of selective attention is related to the control of
action. In order to explain how action may be controlled, including the
cases in which action performance may be considered automatic, Nor-
man and Shallice propose that two different and complementary sets of
processes are involved. The first set of processes controls actions that are
‘relatively simple or well learned’ (Norman and Shallice 1986: 3); in this
case, action sequences are represented by sets of schemas that may be
activated or inhibited by perceptual input without the need for attention.
Different levels of activation enable the selection of schemas through
a mechanism called contention scheduling. The second set of processes
depends on a supervisory attentional system (SAS) and provides for the
management of novel or complex actions for which no schema is avail-
able. The SAS intervenes by supplying extra activation or inhibition of
schemas so that the appropriate sequence of actions may be selected that
responds to the situation.

This model fits well with the bottom-up, top-down paradigm
described earlier. Sensory-based (bottom-up) and volition-based (top-
down, involving the SAS) activation processes interact to guide action.
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Along with Norman and Shallice’s, several other models have been
proposed which aim to articulate this interaction between attention,
perception, consciousness and action (e.g., Hommel, Ridderinkhof and
Theeuwes 2002; LaBerge 2002).

Based on results of functional neuroimaging, Posner and his colleagues
propose that three distinct functions of the attentional system should be
recognized: alerting, orienting and executive control. ‘Alerting is defined
as achieving and maintaining a state of high sensitivity to incoming stim-
uli; orienting is the selection of information from sensory input; and
executive attention involves mechanisms for monitoring and resolving
conflict among thoughts, feelings, and responses’ (Posner and Rothbart
2007: 7; see also Posner and Fan 2007; Hussain and Wood 2009).

Within this framework we can imagine that signals such as alarms and
warning road signs would vary the state of alertness; the provision of
spatial cues for where a target will appear would orient attention; and
executive control may be activated when planning is needed, to detect
errors (e.g., attention is needed for one to realize that one has chosen the
wrong road), to respond appropriately to novel situations or to overcome
habitual actions (e.g., typing on an English qwerty keyboard when used
to a French azerty one).

The analysis proposed by Posner and his colleagues provides important
insights for human–device interaction. The first of these is the existence
of a general alertness state that would make a user more sensitive to
incoming stimuli. Second, there is the possibility of using cue-based ori-
enting of attention to support users in making selections without reduc-
ing available choices (see section 2.3.4 of this chapter). Third, there is
the need to take into consideration the increased effort the user will
have to invest in novel situations and in overcoming habitual actions (see
section 2.3.6).

As a result of the activation of bottom-up and top-down processes, a
selection takes place that enables only the strongest signals to influence
subsequent processing. Note that this type of selection in fact happens
at many levels between sensory input and higher level processing.

In certain situations bottom-up priority may be so high that a signal
takes over attention even if it is irrelevant to the current task. The invol-
untary shift of attention to a target that is not relevant to the current task
is called attention capture (Franconeri and Simons 2003; Yantis 2000).
The issue of whether attention may be captured in a purely bottom-up
manner, and what exactly are the characteristics of the stimuli that may
trigger such a capture, is still a subject of research: see Gibson et al.
2008 for an account of the many aspects and interpretations of atten-
tion capture. It is clear, however, that under certain conditions, certain
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stimuli – e.g., sudden luminance changes or noise – cause a shift of atten-
tion in a manner that appears to be independent of the current task. Lavie
and her colleagues propose a theory that aims at clarifying the different
roles played by perception and cognitive control in attention capture.
On the basis of a set of experiments, they argue that high perceptual
load reduces distractor interference, whilst high cognitive load increases
distractor interference (Lavie et al. 2004).

Attention capture is very important for the design of human–device
interfaces because, on the one hand, devices may be able to ‘protect’
users from undesired attentional shifts (e.g., someone’s phone ringing in
a lecture theatre may distract a whole audience), but, on the other hand,
devices may be able to provoke attention capture when a user’s attention
needs to be drawn to a particular event (e.g., calling an operator’s atten-
tion to a fault in the system he is controlling): see section 2.3.4 of this
chapter.

2.2.2 Divided attention

Attention may be concentrated on a single item (focused attention) or it
may be divided between multiple targets (divided attention, split atten-
tion). The majority of the work on divided attention addresses one or
both of two related issues: (1) multi-tasking, in particular dual-task per-
formance; and (2) the identification of multiple sensory inputs. In both
cases divided attention has been shown frequently to induce errors and
delays in response. The questions addressed are: Which cognitive pro-
cesses are involved in the performance of two or more tasks simultane-
ously or in attending multiple sensory inputs? And what are the factors
intervening in the performance of multiple tasks? The answers to these
questions have important consequences for device design and for how
information should be presented in order to facilitate learning (this latter
aspect is discussed by Low, Jin and Sweller in chapter 4 of this volume).

Two main theories have tried to explain the problems we may
encounter in divided attention situations: capacity theories and cross-
talk theories. Another hypothesis which is relevant to divided attention is
that multi-tasking involves switching from one task to another and that
the switch itself may generate interference.

2.2.2.1 Capacity theories Capacity theories argue that a limited pool of
cognitive resources is available. Some authors postulate that we have a
single set of mental resources (Kahneman 1973) and, consequently, as
we increase the number of targets, we necessarily reduce the resources
available to attend each one of them. Other theorists argue for a multiple
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resources theory by which different cognitive and perceptual processes are
supported by different sets of resources and therefore performance under
divided attention varies depending on whether the targets require the
same resources or not. Wickens (2002) identifies four types of resources
(dimensions) influencing task interference: processing stages, perceptual
modalities, visual channels and processing codes.

The processing stage dimension predicts that perceptual and cogni-
tive activities share the same resources while selection and execution of
responses pulls from a separate set.

The perceptual modalities dimension predicts that different percep-
tual modalities (visual, auditory, etc.) pull from separate resources. For
example, Duncan and his colleagues (Duncan, Martens and Ward 1997)
found that targets in different modalities do not generate the same level
of interference as multiple sensory input presented in the same modality.
Note that, although multiple task performance is obviously affected by
the limit of perceptual analysis of multiple stimuli, there are situations,
such as split visual attention over easily discriminated targets, in which it
appears possible simultaneously to attend stimuli at non-adjacent loca-
tions (Bichot, Cave and Pashler 1999; Cave and Bichot 1999; McMains
and Somers 2004).

The visual channels dimension predicts that focal vision requires a
different set of resources than ambient vision.

Finally, the processing codes dimension predicts that analogue/spatial
processes use a different set of resources than categorical/symbolic (e.g.,
linguistic) processes.

2.2.2.2 Cross-talk theories Cross-talk theories attribute the errors and
delays that one may experience in divided attention situations not to
the fact that there is, so to speak, not enough fuel to support multiple
cognitive activities, but rather to the interference between the contents
of the information being processed. These theories relate performance
to the information involved in the specific tasks, so that similar tasks
are more likely to interfere with each other. Several experiments show
that dual-task performance improves when the two tasks are dissimilar.
Navon and Miller (1987: 435) report experimental results supporting
the hypothesis that reduced performance in dual-task situations may be
due to interference when ‘the outcome of the processing required for
one task conflicts with the processing required for the other task (e.g.,
cross-talk)’.

2.2.2.3 Task switching Multi-tasking is also closely related to task
switching (Pashler 2000). Many experiments demonstrate that if two
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tasks must be attended in sequence, the response to the second task is
slowed down as the interval between the two tasks is reduced. This effect
is termed the psychological refractory period (PRP) (Welford 1952). One
possible explanation of the delay observed when people try to divide
attention between two or more tasks is that only one active task-set
(i.e., the configuration of mental resources necessary to perform the task
(Anderson 1996; Monsell 2003)) can be maintained at a time. Under
this hypothesis, multi-tasking amounts to frequent switches of attention
between the attended tasks. The task-set is changed at each switch. The
multi-tasking activity is therefore affected by the delayed response times
due to the PRP. The PRP, and task-switching delays in general, have been
extensively studied and several alternative explanations of this effect have
been proposed (Meiran, Chorev and Sapir 2000; Pashler 1994; Pashler
and Johnston 1998). Rogers and Monsell (1995) present a set of exper-
iments indicating that both task-set updating costs and cross-talk effect
intervene in task switching.

Altmann and Trafton (2002) have performed experiments on a task
requiring frequent switches between goals (the Tower of Hanoi puzzle)
and formulate a goal-activation model. The main hypotheses guiding this
model are that goals have different levels of activation in memory, that
decay of memory traces is not instantaneous but gradual, and that the
most active goal is the one that will guide behaviour. The authors argue
that three elements can be used to predict performance: first, the inter-
ference between goals due to decay time for old goals in memory; second,
the time needed to encode the new goals; and third, the cues available
for retrieving pending goals. We will see that these three predictive con-
straints play an important role in the design of attention-aware systems,
in particular with respect to prospective memory failures and disruption
of primary task.

2.2.2.4 Diffusion of attention Recent research has reported an oppo-
site effect of divided attention that, although frequently experienced,
has rarely been studied. Exploring the attentional blink, an effect by
which subjects fail to identify the second of two visual targets presented
in close succession, Olivers and Nieuwenhuis (2005: 265) found that
this effect ‘is significantly ameliorated when observers are concurrently
engaged in distracting mental activity, such as free-associating on a task-
irrelevant theme or listening to music’. In order to explain these results
they formulate the hypothesis that the task-irrelevant mental activity
generates a diffusion of attention which could be attributed to a higher
state of arousal, a positive affective state or the multi-tasking situation
itself.
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Another study reports that complex choices (e.g., deciding which car
or apartment to buy) may actually benefit from the lack of attention, and
subjects may achieve more satisfactory results if, during the decision-
making time, their attention is engaged in an unrelated demanding task.
These results were explained by the fact that conscious thought, which
can be very precise, is also limited by the boundary of what we can
attend to at any given time. Unconscious thought, instead, can process
and summarize very large amounts of information (Dijksterhuis et al.
2006).

2.2.3 Automaticity

The discussion in the previous section has highlighted the existence of
two types of processes: those that can, in a sense, be considered automatic
and those that require a closer control on the side of the subject. Auto-
maticity is pervasive in human behaviour and extends to the automatic
effect of perception on action, automatic goal pursuit and a continual
automatic evaluation of one’s experience (Bargh and Chartrand 1999).
In this chapter, however, we will only concentrate on two aspects of auto-
maticity that are particularly relevant to HCI: the lower effort required
to perform automatic processes as compared to non-automatic ones,
and the high effort required to override automatic reactions. Although
the discussion so far has given an indication that bottom-up processes
are automatic whilst top-down ones are not, a clearer definition of what
automaticity is and which processes actually correspond to this definition
would be helpful.

In the literature automaticity has been defined in many different ways
and factors of very diverse nature have sometimes been considered. In
fact automaticity can be defined along at least three different sets of
parameters: (1) the behaviour induced; (2) the neuronal mechanisms
involved; and (3) the cognitive mechanisms underlying the processes.
So, for example, on a behavioural basis we can say that an automatic
process will induce a fast response to a stimulus, on a neuronal basis we
can say that amplified activity takes place in a certain area of the brain,
and on a cognitive mechanism basis we can say that the process does not
require the intervention of an executive attentional system. With respect
to our objectives, the distinction between the three sets of parameters
is important because behavioural and neuronal parameters enable us to
give a measurable definition of the occurrence of automatic processes.
This means that on the basis of behavioural or neurophysiologic obser-
vations of the user we will be able to predict the likelihood that certain
environmental conditions will trigger automatic processes. In particular
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we will concentrate on behavioural parameters, which can give us a sense
of how users may respond to certain types of interaction.

Historically, several different behavioural parameters have been used
to define automatic processes. First, automaticity is normally associated
with fast response times. Response time measures the time interval between
the presentation of a stimulus and the response of the subject (e.g., press-
ing a button in response to seeing a certain object on the screen). Second,
automaticity is normally associated with obligatory execution, i.e., the
subject may not be able to avoid executing the process. Third, automatic
processes are assumed to have no interaction with other concurrent pro-
cesses, i.e., in situations of divided attention, the performance of other
processes is not affected by the automatic process. Fourth, it has been
argued that automaticity is normally associated with high transferability
so that the performance level of automatic processes remains constant
across different types of tasks. Fifth, automaticity is normally associated
with no awareness, i.e., the subject will not be able to report that the pro-
cess is taking place. Note also the relation between choice and awareness:
no awareness requires that the process be obligatory. Sixth, automaticity
is normally associated with no sensitivity to distractors so that the pres-
ence of multiple stimuli will not affect the level of performance of the
automatic process.

Most authors consider only the first two of these parameters and
automatic processes are defined as obligatory processes resulting in fast
response times.

Although these parameters have frequently been defined as taking
discrete values (e.g., processes are parallel and fast or serial and slow,
interaction takes place or not), there is increasing evidence that they may
take continuous values, so that a process may generate a continuum of
response times or may interact with other processes at different levels
under different conditions.

Behavioural and neuronal measures are often used to deduce under-
lying cognitive mechanisms. However, there is no widespread agree-
ment on what combinations of such measures imply which cognitive
mechanisms. For example, in order to assess whether certain subjects’
responses to stimuli are purely due to bottom-up cognitive mechanisms
(i.e., purely controlled by external stimuli irrespective of the subjects’
attentional state), many experiments rely on response time or stimulus
exposure duration. Following the experimental technique employed by
Treisman and Gelade in defining feature integration theory (Treisman and
Gelade 1980), many authors consider that if the response time is relatively
short and constant, unrelated to the number of distractors, then the pro-
cess is bottom-up (and pre-attentive in particular) because subjects are
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obviously not performing a serial search through the items but a parallel
one. Similarly, for stimulus exposure duration, pre-attentive processing
is assumed to take place when subjects to whom a stimulus is shown for
a short and fixed exposure duration (about 200 ms) accurately report on
the presence of the target stimulus, regardless of the number of distrac-
tors. However, these types of definitions have caused confusion between
pre-attentive processes and, what we will call here, learned-response pro-
cesses which, along other dimensions of automaticity, behave significantly
differently from pre-attentive processes (see section 2.2.3.2).

2.2.3.1 On what we perceive fast Early selection theories (Broadbent
1958) and modified early selection theories (Treisman 1960), which are
briefly discussed in the introduction to this book, stipulate that essential
information about sensory input is extracted by one type of automatic
processes, pre-attentive processes, and is then processed by attentive
processes. Pre-attentive processes are defined as bottom-up processes
dealing with simple information about the input signals and, importantly,
they are very fast because input is processed in parallel (Treisman 1985;
Wolfe 2001; see also Rensink, chapter 3 of this volume).

Response time in pre-attentive processing is fast and not significantly
affected by the size of the display, and it can take place when focused
attention is prevented (e.g., by the simultaneous performance of an
attention-demanding task, or by extremely brief exposure to the stim-
ulus). According to Treisman and Gelade’s feature integration theory
(Treisman and Gelade 1980), pre-attentive processes are the bottom-up
processes that detect basic features of the visual input, such as colour,
orientation and size. It is still a matter of research which basic features,
and under which conditions, are systematically detected by pre-attentive
processes: see Wolfe 2001 for an overview.

Several authors (see, for example, Logan 1992: 317; Wright 1998:
111) define pre-attentive processes as being obligatory, stimulus-driven,
parallel, independent of attention and preceding attentional selection: the
output of pre-attentive processes is assumed to be the input for attentive
ones. However, a classic question in the attention literature is whether,
and if so which, bottom-up processes really act independently of top-
down control, i.e., can take place in the absence of attention.

In the visual modality Treisman (Treisman 1985; Treisman and Gelade
1980) has proposed that individual features are processed in parallel
and, at a later stage, attention intervenes to integrate these features into
objects. Consequently, searches for targets defined by individual features
are parallel and not affected by variations in the number of distrac-
tors, whilst searches along multiple features require attention and are
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therefore sequential. For example, the red spot and the diagonal bar in
figures 2.1a–d (see plate) can be found pre-attentively, both targets pop
out and their retrieval time is not significantly different whether they are
surrounded by few distractors (figures 2.1a and c) or many (figures 2.1b
and 2.1d). On the other hand, attention needs to be applied to find the
blue diagonal bar in figure 2.1e and the response time will be much higher
in the case of a larger number of distractors as shown in figure 2.1f. The
red spot and the diagonal bar of figures 2.1a–d are said to be visually
salient because they stand out from their background of homogenous
blue spots in figures 2.1a and 2.1b, or horizontal bars in figures 2.1c and
2.1d.

Similarly to the visual modality, research in the sound modality has
demonstrated that parallel processing supports the recognition of audi-
tory features such as frequency, intensity and duration of acoustic stimuli
(see, for example, Takegata et al. 2005; Winkler et al. 2005).

Other authors, however, note that visual saliency is not an absolute
property of a stimulus but it describes how a certain element stands out
with respect to its background (Itti 2005). For example, the saliency of
the diagonal bar in figures 2.1c and 2.1d is significantly reduced amongst
non-homogenous distractors in figure 2.1g, and amongst distractors that
are very similar to the target as shown in figure 2.1h. On the basis of these
observations, Duncan and Humphreys (1989: 433) suggest that in visual
searches ‘difficulty increases with increased similarity of targets to nontar-
gets and decreased similarity between nontargets producing a continuum
of search efficiency’. This is a departure from the classic dichotomy (fea-
ture/parallel versus conjunctions/serial) governing theories about visual
searches that stipulate that searches for individual features proceed in
parallel, whilst searches for conjunction of features take place serially.
Automaticity is no longer simply associated with searches for individual
features. The quality of the distractors, and not only whether the search
is for single/multiple features, comes into play in deciding whether the
search can be performed fast, obligatorily and without interacting with
other processes. A related question is that of how different features con-
tribute to overall perceptual saliency. Several computational models of
bottom-up attention have represented different featural contributions
and control mechanisms (see Itti 2005 for a review), providing a better
understanding of feature interaction. These models are based on saliency
maps representing stimulus saliency in every point of a two-dimensional
space: see, for example, Itti, Koch and Niebur 1998. Recently, models
integrating both bottom-up and top-down attentional control have been
developed (e.g., Navalpakkam and Itti 2006; Schill, Zetzsche and Hois
2009). These models not only contribute to the field of machine vision
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but also enable the testing of hypotheses about the functioning of human
attentional mechanisms.

Another line of research departing from feature integration theory
has aimed at establishing what other types of information, beside pre-
attentive features, can be extracted automatically from images. Evidence
from neuroscientific observations, for example, supports the hypothesis
that fairly complex facts, such as determining whether an image contains
the picture of an animal, can be extracted very quickly (within 150 ms)
upon presentation of a stimulus (Thorpe, Fize and Marlot 1996) and,
in general, the gist of a scene can be determined very rapidly (Rensink,
chapter 3 of this volume). Other work suggests that in some cases discrete
objects may be recognized with the same efficiency as individual features
(see, for example, review in Scholl 2001).

Although the application of these laboratory results to interface design
is not always straightforward, they imply that certain information can
be made available to the user by presenting it in a manner that triggers
automatic processes, thereby minimizing the demands on the attentional
system (as discussed in section 2.3.4, this would be particularly useful for
notification systems). In fact, the discussion so far would place us in an
ideal situation, allowing the design of interfaces that present information
in a manner that does not disturb the user and where interaction could be
mostly automatic, requiring little or no attention from the user.1 Unfortu-
nately, as our experience tells us, this is not always possible. In the follow-
ing sections we will see that attention may be necessary to detect stimuli
even if they are very salient, and that the performance of concurrent tasks
may be negatively affected even by well-known interaction patterns.

2.2.3.2 On what we can learn to do rapidly In the classic perception
literature automatic processes have often been equated to pre-attentive
processes and defined as processes that do not require attention. More
recent accounts (Logan 1992; Treisman, Vieira and Hayes 1992) dis-
tinguish between pre-attentive processes and what we here call learned-
response processes. Learned-response processes are associated with learn-
ing. The idea is that performing a well-rehearsed action (e.g., recognizing
a well-known object, eating with fork and knife, washing your hands) will
require less attentional effort than performing a new or less known one.
Logan believes that this difference in cognitive demand may be explained
by a theory in which ‘novice (nonautomatic) performance is based on a
general algorithm for solving the problems the task presents, whereas

1 Note that interfaces controlled mostly on automatic feedback are not unusual and include,
for example, the dashboard and control system used to drive a car.
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automatic performance is based on single-step, direct-access retrieval of
past solutions from memory . . . Automatic processing has the proper-
ties of well-practiced memory retrieval. It is fast and effortless’ (Logan
1988; 1992: 321). This dual nature of automaticity is also evident in the
analysis of automatic self-regulation proposed by Bargh and Chartrand,
as they state: ‘Some of the automatic guidance systems . . . are “natural”
and don’t require experience to develop . . . Other forms of automatic
self-regulation develop out of repeated and consistent experience; they
map onto the regularities of one’s experience and take tasks over from
conscious choice and guidance when that choice is not really being exer-
cised’ (Bargh and Chartrand 2000: 476).

For our purposes it is important to note that there appear to be two
types of processes allowing fast access to information. First, there are
pre-attentive processes (such as single-feature visual searches), which are
either innate or acquired at a very early age. These processes maintain
performance in situations of divided attention and in the context of dif-
ferent tasks. Second, there are learned-response processes (such as the
recognition of some danger symbols in a display), which may become
automatic but only after practice. These processes bring no advantages
to performance in divided-attention settings (Logan 1992) and don’t
transfer well to novel tasks (Treisman, Vieira and Hayes 1992).

This implies that in display design certain pop-out effects can only be
achieved through training whereas others, based on single features, come
for free as they are innate.

2.2.3.3 On what we may miss We have seen that a question motivat-
ing the research work mentioned above is that of whether automatic
processes, and bottom-up processes in general, require attention, i.e.,
the intervention of some executive attentional system. Whilst the work
presented in sections 2.2.3.1 and 2.2.3.2 implies that attention may
not be involved in early processing of sensorial input, some neurosci-
entific experiments support the hypothesis that attention operates from
the very early stages of visual processing (Awh, Vogel and Oh 2006;
Hillyard, Vogel and Luck 1998), with amplified responses to attended
visual stimuli beginning within 60 ms of stimulus onset. The results
of some behavioural experiments may also be explained as refuting the
hypothesis that certain visual processes occur without attention (Gibson
and Peterson 2001). Several authors (Mack and Rock 1998; Simons and
Chabris 1999), for example, argue that there is no conscious perception
of the visual world without attention to it (but see also discussion in
Driver et al. 2001). Mack bases her argument on the inattentional blind-
ness phenomenon which ‘denotes the failure to see highly visible objects
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we may be looking at directly when our attention is elsewhere’ (Mack
2003: 180). Several experiments demonstrate that highly salient (from a
sensory point of view) stimuli can be completely missed if they are not
the explicit targets of a visual search; therefore it is argued that, unless
attention is allocated to the target, the subject develops no conscious
perception of the stimuli.

The possibility of a subject completely missing certain parts of a
stimulus is accompanied by another, similar phenomenon, change
blindness, i.e., the ‘failure to see large changes that normally would be
noticed easily’ (Simons and Rensink 2005: 16). Changes in the visual
environment are normally salient because they produce a transient
motion or flicker. However, in a series of, sometimes very surprising,
experiments (Simons) the authors show that even very large changes
may go unnoticed if they are not attended when they occur (see also
Rensink in chapter 3 of this volume).

Interestingly, the factors that may prevent change detection are not
only related to the current attentional focus (a subject concentrating on a
target may miss a change occurring in the environment), or sensory input
(e.g., the change is hidden by an occluding object, the flicker of a display
or an eye movement), but could also be cultural. Nisbett and Masuda, for
example, report that East Asian subjects are more likely to detect changes
in the relationships between objects in a scene, whereas Westerners are
more likely to detect changes to objects’ attributes (Nisbett and Masuda
2003).

Taken together, the main result of this research is that human vision
does not create a copy or complete representation of the world in the mind,
as has been assumed for many years. Human vision rather seems to
be a more dynamic process that binds elements of the external world in
models that satisfy the needs of the viewer on the basis of the current task.
As O’Regan puts it, ‘the outside world is . . . a kind of external memory
store which can be accessed instantaneously by casting one’s eyes (or
one’s attention) to some location’ (O’Regan 1992: 461).

2.2.3.4 Automaticity in action So far we have mainly concentrated on
the role of attention in the selection of perceptual input. The question
of automaticity, however, naturally highlights another important aspect
of attention: the role it plays in action control. In their seminal paper
studying this aspect of attention, Norman and Shallice argue that the
term automatic

has at least four different meanings. First, it refers to the way that certain tasks can
be executed without awareness of their performance (as in walking along a short
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stretch of flat, safe ground). Second, it refers to the way an action may be initiated
without deliberate attention or awareness (as in beginning to drink from a glass
when in conversation). Third, it is used in cases such as the orienting response, in
which attention is drawn automatically to something, with no deliberate control
over the direction of attention. And finally, [it refers] to situations in which a task
is performed without interfering with other tasks’ (Norman and Shallice 1986:
1–2).

As we have seen earlier, it may happen that the sensory-based activa-
tion is strong enough to override volition-based activation. In these cases
actions that may be unrelated or even inappropriate for the performance
of the current task may be initiated or completely carried out (as when
one walks to a place out of habit when, in fact, one should have gone
somewhere else). These situations correspond to the first two types of
automaticity described by Norman and Shallice. As the authors note, the
third type of automaticity – ‘attention is drawn automatically to some-
thing’ – is significantly different from the previous two types because,
instead of guiding action without involving attention allocation, it auto-
matically redirects attention.

We may therefore (in the first two cases of automaticity) have stimuli
that provoke certain actions but don’t involve any attentional shifts. The
subject maintains his attention on the current task. In the third case,
however, the automatic process triggers a change in the supervisory sys-
tem that may provoke a lasting change of attentional focus. In terms of
human–device interaction, if we assume that some device produces the
stimulus, the latter case of automaticity corresponds to the generation
of a very salient stimulus that attracts attention to the device itself (for
example, to provide information about an emergency situation). The
former two cases instead correspond to a stimulus capable of producing
an automatic action that will not disturb (or, more likely, bring minimal
disturbance to) the user’s current activity such as when, for example,
one stops or starts walking at the change of a traffic light. This type of
automatic behaviour requires some learning on the side of the user but
the resulting interaction is very efficient.

2.2.4 Attention and memory

Human thought and action are obviously influenced by past experience.
Memory is the system that enables us to record past experience and use
it in the present. Attention is strictly related to memory in two manners:
on the one hand, our memories may influence attention allocation; on
the other hand, attention allocation may determine which sensory input
is stored in memory.
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The study of human memory has a long history and memory has been
defined along many different dimensions.

One classic differentiation is between explicit memory and implicit
memory: see Eichenbaum 1997, Polster, Nadel and Schacter 2007 and
Schacter 1987 for influential reviews. Implicit memory is not available
for conscious retrieval but influences task performance; one example of
implicit memory is procedural memory which enables us to perform
actions, such as riding a bicycle, without explicitly remembering the
individual components of the action. Explicit memory enables us to bring
facts and experiences of the past to mind and then express them in some
format. The memory of facts such as Rome is the capital of Italy, which
are theoretical knowledge independent from a specific context, has been
named semantic memory; the memory of personal experiences, which are
related to specific contexts in time and space and carry some emotional
value, has been named episodic memory (Tulving 1972).

Although the distinction between implicit and explicit memory is
important and has influenced research in human–computer interaction
(e.g., Oulasvirta 2004; Oulasvirta, Kärkkäinen and Laarni 2005), this
chapter will mainly focus on two other characteristics of the memory
system that are more immediately related to attention: the relationship
between long-term memory and working memory, and the distinction
between retrospective memory and prospective memory.

2.2.4.1 Working memory Memory is normally seen as fulfilling two dif-
ferent functions: collecting information for long-term retrieval and hold-
ing information for immediate usage. These two different functions can
be exemplified by the memory of the number 313 that may be created
to remember the date when Constantine issued the Edict of Milan; and
the memory of the number 313 created if asked to add 213 and 100.
The former type of memory is called long-term memory (LTM), refer-
ring to the fact that the number 313 is stored for retrieval possibly hours,
days or even years after it is memorized. The latter type of memory is
meant for immediate use and the number 313 (which, by the way, may
be retrieved from long-term memory as the date of the Edict of Milan)
is only remembered for the time necessary to perform the calculation.
Memory for immediate use is characterized by fast decay (it does not last
long) and very limited capacity which, in a very influential paper, Miller
(1956) evaluated at 7±2 chunks of information (for a more recent dis-
cussion of working-memory capacity limits, see also Cowan et al. 2008).

In the seventies Baddeley and Hitch (1974) proposed a model of this
memory for immediate use, which they called working memory. Since
then the term working memory has been adopted widely. Baddeley and
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Hitch emphasized the fact that working memory includes several com-
ponents, that it combines processing and storage, and that it forms the
basis for most cognitive activities. The authors proposed that working
memory is a three-component system, including ‘a control system of
limited attentional capacity, termed the central executive, which is assisted
by two subsidiary storage systems: the phonological loop, which is based
on sound and language, and the visuospatial sketchpad’ (Baddeley 2003:
830). Subsequently Baddeley (1986) proposed that the central execu-
tive system could be implemented with the model proposed by Norman
and Shallice (1986) (also discussed in sections 2.2.1 and 2.2.3.4 of this
chapter).

The Baddeley and Hitch model has been fundamental for the develop-
ment of much research addressing how attention and working memory
relate to other aspects of cognition, including language learning and
processing, fluid intelligence, consciousness and many other cognitive
processes (Engle 2002). The model has also been supported by much
neuroscience research, notably by the findings of Goldman-Rakic (1987).
However, some authors have argued for a dynamic, functional view of
working memory, by which working memory is the ‘active portion of
LTM, coupled with mechanisms for cognitive control’ (Conway, Moore
and Kane 2009: 262). In this view, the content of working memory may
lose its discrete characteristic and, as Anderson has proposed, because of
‘the continuous nature of activation . . . membership in working-memory
is a matter of degree. Less active working-memory elements are pro-
cessed less rapidly, for instance, in a recognition task’ (Anderson 1983:
263). Items are available for processing, not because they are stored in
a special component, but because they have reached a threshold value
of activation in long-term memory. In this view, control mechanisms of
working memory are not achieved through a specialized system but rather
due to ‘coordinated recruitment, via attention, of brain systems that have
evolved to accomplish sensory-, representation-, or action-related func-
tions’ (Postle 2006: 23).

Cowan’s model (Cowan 1988) integrates some aspects of the classic
Baddeley and Hitch model with the view of degrees of activation in long-
term memory. Cowan argues that what really distinguishes short-term
from long-term memory is the processes necessary to maintain activa-
tion, e.g., rehearsal for short-term memory, and semantic elaboration
for long-term memory. Memory can be activated either automatically by
external stimuli, or through attention. These two types of activations may
interact so that ‘automatic activation may direct attention, and attention
may in turn influence the amount of memory activation’ (Cowan 1988:
172). Further, Cowan argues that the focus of attention is a part of the
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active portion of memory, and that items in the focus of attention are
immediately available for processing. Cowan’s model has subsequently
inspired similar models that include a focus of attention component: see,
for example, Oberauer 2002.

Complementary to activation, another aspect of memory is very impor-
tant for the good functioning of cognition, that is decay. Decay reduces
activation and eventually results in forgetting (or losing the memory
trace). Altmann and Gray (2000) argue that, in task environments, we
need to forget a task (at least partially) in order to perform another one.
In particular, if one task has reached a below-threshold state before a new
one becomes current, then there will be no interference between the two
tasks. Literature in this area has concentrated on addressing the question
of what are the factors that intervene in forgetting: see Wixted 2004 for
a survey.

2.2.4.2 Prospective memory Prospective memory, closely related to
intentionality (Marsh, Hicks and Bryan 1999; Sellen et al. 1997), is the
mechanism that allows us to remember planned activities in the future
(e.g., go to a meeting, complete writing a paper, turn off the oven in thirty
minutes, give a message to a friend when we meet him). Whilst retro-
spective memory is the mechanism that allows us to remember facts of
the past (e.g., people’s names, the lesson studied yesterday), prospective
memory requires remembering to remember, i.e., remembering some-
thing at an appropriate moment in the future. Such a moment may be
represented by an actual time (e.g., going to a meeting at 2 p.m.) or by the
occurrence of an event or a series of events (e.g., publishing the minutes
once everyone has approved them). This has brought about the distinc-
tion between ‘event-based and time-based remembering tasks’ (Sellen
et al. 1997: 484). Studies in prospective memory have mostly concen-
trated on event-based remembering and analyse the two aspects of ‘acting
when encountering the correct circumstances (prospective component)
and . . . remembering the correct action to perform (retrospective com-
ponent)’ (Kardiasmenos et al. 2008: 746).

Kliegel et al. describe prospective memory mechanisms as organized
in four phases: ‘(1) intention formation – the point at which a future
activity is planned; (2) intention retention – the period during which the
intended action is retained in memory while other ongoing activities are
performed (i.e., the ongoing task); (3) intention initiation – the moment
at which execution of the intention is initiated; and (4) intention exe-
cution – the actual execution of the intended action(s) according to a
previously formed plan’ (Kliegel, Mackinlay and Jäger 2008: 612). As
in the case of other cognitive processes discussed above, the question
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arises of the cognitive effort required in order to complete prospective
memory tasks. In particular, several authors have studied how one may
go from intention retention to intention initiation. This process, often
named prospective memory retrieval, requires matching some event in the
environment to target events in prospective memory (e.g., it’s 2 p.m.,
thirty minutes have elapsed, all approvals to the minutes have arrived)
and initiating the task to be executed (e.g., go to the meeting, turn
off the oven, publish the minutes). Some authors (e.g., Burgess and
Shallice 1997) see prospective memory retrieval as an attention-
demanding process and have proposed that the executive attentional
system (such as Norman and Shallice’s supervisory attentional system
or Baddeley’s central executive) monitor the environment for events that
would match prospective memory target events. Other authors have pro-
posed that prospective memory retrieval may be an automatic process
that does not require attention allocation except perhaps in specific sit-
uations such as when the task is very important. In the latter interpreta-
tion, events in the environment may act as cues that, rather than requir-
ing focused attention, are accepted by an automatic-associative memory
and, if activated enough, may bring to awareness the associated intended
action (Einstein and McDaniel 1996).

‘Critical for purposes of prospective memory, this information is
retrieved rapidly, obligatorily, and with few cognitive resources [and,]
in contrast to the cue-focused views, the target event is not necessar-
ily recognized as a cue’ (McDaniel et al. 2004: 606). However, a set of
experiments proposed by McDaniel and his colleagues (McDaniel et al.
2004) support the hypothesis that both types of processes may intervene
in prospective memory retrieval. In particular, they argue that retrieval
is more likely to be attained through automatic – i.e., reflexive and oblig-
atory – processes if the target event is sufficiently associated with the
intended action (e.g., write the word ‘house’ whenever the picture of a
house appears), whilst attentive processes are more likely to intervene
when the target event is not as well associated with the intended action
(e.g., write the word ‘house’ whenever the number 56 appears). There
appears to be no single rule deciding the type of process applied in
retrieval; rather, the degree of monitoring versus spontaneous retrieval
depends on task complexity and individual differences.

Einstein (Einstein and McDaniel 1996) found that factors intervening
in the selection of automatic or attentive processes include: (1) whether
the target event is focal, i.e., whether the ongoing activity encourages
focal processing of the prospective memory target; (2) the importance
of the prospective memory task, as reflected by the level of emphasis
given to the prospective memory task when instructing the subjects;
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(3) the number of target events; (4) the duration of the ongoing task; and
(5) individual differences. In their experiments, spontaneous retrieval
processes took place with focal prospective memory target events and
when the prospective memory task was moderately emphasized. On the
other hand, attentive monitoring of the target event took place ‘with
a nonfocal target or high-emphasis instructions or both’ (Einstein and
McDaniel 1996: 331). A single target event was retrieved automatically,
whilst a test with six target events revealed that attentive monitoring was
engaged. Consistently with previous results indicating that capacity for
maintaining controlled processing is limited (e.g., Bargh and Chartrand
1999), the authors found that attentive monitoring declined over trials in
the nonfocal condition. Optimal performance of the prospective memory
task, with minimal costs (least disturbance to the ongoing task), were
obtained in the focal target moderate-emphasis condition.

2.2.5 Long-term and short-term attention

Our perception, intentionality, social situation and aesthetic sensibility all
seem to concur in determining our attentional behaviour. This behaviour
may be observed and analysed both in the short term and in the long term.
Short-term attentional processes, strongly related to working memory
and cognitive load, reflect one’s immediate concentration on an object
or activity. For example, short-term attention may be deployed on a
specific part of an image in order to recognize an object. Long-term
attentional processes refer to processes that span over a length of time
of minutes, hours, days or even months. They normally involve one or
more tasks, long-term memory as well as working memory. An example
of long-term attention may be the cognitive effort that one makes in
writing a letter, or in completing a much longer, possibly collaborative,
project. Understanding short-term attention enables one to support users
in the immediate selection of, and focus on, tasks or objects. Short-
term attention can be evaluated by the use of behavioural and psycho-
physiological measures capable, for example, of detecting the level of
arousal of a user in relation to a given stimulus.

Understanding long-term attention enables one to provide individuals
and groups of users with the appropriate information and guidance about
their long-term allocation of cognitive resources. Long-term attention
can be inferred through analysis of subjects’ activities over an extended
period of time. To our knowledge, long-term attention has not been inves-
tigated in psychology and neuroscience. The only research that moves
in the direction of long-term attention involve those experiments requir-
ing the performance of lengthy complex tasks under high cognitive load
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conditions. Examples of such tasks are complex-span tasks (Diamond
2005; Unsworth and Engle 2007) where subjects are asked to remember
a list of items while performing some processing activity, e.g., calcula-
tions. Complex-span tasks are sometimes called working-memory tasks
because they test the ability to maintain (or focus on) elements held in
working memory. Some experiments (e.g., Colom et al. 2006) compare
results obtained by subjects performing complex-span tasks with results
obtained in simple-span tasks (or short-term memory tasks) where sub-
jects have to remember lists of items but are not asked to perform a
simultaneous processing activity. Conway and his colleagues (Conway
et al. 2002) indicate that simple-span tasks can be performed on the basis
of automatic routines such as rehearsal and chunking, whilst complex-
span tasks cannot and therefore require the intervention of the supervi-
sory attentional system.

2.3 Addressing attentional breakdowns

In the previous section we explored some of the current theories of atten-
tion which may play a significant role in the design of interactive systems.
This section explores a set of situations in which breakdowns occur as
a consequence of particularly demanding conditions, which in modern
working environments are often due to multi-tasking and interruptions
(Czerwinski, Horvitz and Wilhite 2004; Gonzalez and Mark 2004; Mark,
Gonzalez and Harris 2005). Activity fragmentation stresses attentional
processes, long-term memory and working memory, and has been the
subject of several studies. For example, Gonzalez and Mark report that
‘In a typical day . . . people spend an average of three minutes working on
any single event before switching to another event [and] somewhat more
than two minutes on any use of electronic tool, application, or paper
document before they switch to use another tool’ (Gonzalez and Mark
2004: 119).

In this section we will suggest how systems have been, or could be,
designed in order to avoid, or recover from, attentional breakdowns.

In the human–computer interaction literature one finds references to
attention with respect to very short time spans, as in the examples given
in section 2.2.3, as well as to much longer time spans, as in the attention
needed to drive a car (C. Ho, Tan and Spence 2005; Pêcher, Lemercier
and Cellier 2009), perform collaborative activities (Nabeth and Maison-
neuve in chapter 12 of this volume) or learn academic subjects (Molenaar
et al. in chapter 11 of this volume). These situations are characterized by
the fact that people are often involved in activities that require multiple
and possibly interdependent or closely related tasks, they have to interact
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with many people and devices, and they have to find, create or manage
very large amounts of information.

As we move from short to longer time spans, attentional processes
are increasingly seen as coordinating information flow (rather than just
selecting information input) so that appropriate higher-level perception
and action can take place. Research in developmental cognitive neuro-
science, for example, suggests that problems in initiating and monitoring
task performance, in both adults and children, are due to deficits in the
central executive (Diamond 2005; Wilson et al. 1998). Executive functions
of attention are therefore necessary to plan activity and establish prior-
ity between multiple competing tasks. These observations are obviously
based on a causal interpretation of attention. Effect theories, however,
point in the same direction. For example, with respect to visual attention,
Rensink states that attention is ‘the establishment (and maintenance) of
a coordinated information flow that can span several levels of processing’
(Rensink 2007: 139).

This double aspect of attention as selection and attention as coordina-
tion is consistent with literature that sees attentional breakdowns as the
cause of failure in situations that may appear very diverse. Forgetting to
start or complete a task, being prone to interrupting one’s primary task,
difficulties in restarting an interrupted task or in establishing whether
the conditions for the execution of a task are met, problems with task
prioritization and inability to find and focus on relevant information,
are all examples of phenomena that have been attributed to attentional
breakdowns. This section analyses these failure situations and proposes
how appropriate system design may reduce some of the burden on the
user’s cognitive system. We define the following set of typical attentional
breakdowns: (1) prospective memory failures; (2) retrospective memory
failures; (3) task resumption failures; (4) disruption of primary task; (5)
missing important events and information; and (6) habituation-related
failures. Each breakdown situation is analysed in detail.

2.3.1 Prospective memory failures

As discussed earlier, normal activity often requires remembering, at
appropriate times, plans we have made in the recent or distant past.
These memories enable the correct continuation of planned tasks when
they have been interrupted, and the evaluation of relative priorities of
concurrent tasks. In section 2.2.4.2 we saw that prospective memory is
the mechanism that enables these types of recollection. Daily experi-
ence and laboratory experiments demonstrate that prospective memory
is essential for professional performance, independent living and social
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relationships (Eldridge, Sellen and Bekerian 1992; Kardiasmenos et al.
2008; Lamming et al. 1994). However, it has been reported that prospec-
tive memory failures may account for up to 70 per cent of memory fail-
ures in everyday life (Kliegel and Martin 2003; Kvavilashvili, Messer and
Ebdon 2001) and that such failures are likely to occur more frequently
in older adults than in younger ones (Kliegel, Mackinlay and Jäger 2008;
Kvavilashvili, Messer and Ebdon 2001; Zimmermann and Meier 2010).
This situation is further aggravated in modern working and learning envi-
ronments where a high level of multi-tasking increases the difficulty in
keeping track of relative priorities between tasks.

Services to help users overcome these problems may include task
reminder services such as those associated with many electronic calen-
dars. The ideal reminder service, however, should provide the user with
an environment where task reminders may be associated with user tasks
and group tasks, as well as various types of resources. These reminders
should also help users remember to resume tasks that have been inter-
rupted, which are reported as not being resumed in 40 per cent of cases
(O’Conaill and Frohlich 1995).

One approach to enhancing current reminder services is based on
collecting information about people’s attention allocation to task and
resources (see Schmitz et al., chapter 8 of this volume on such infor-
mation collection) and then using this information for inferring tasks’
urgency, relationships and priority. Reminder systems should be able to
represent and manage information about tasks’ dependencies/sequences
and resource availability. This would enable the system to detect if a
task represents a bottleneck for other personal or community tasks, to
visualize the consequences of not completing a certain task within a
certain date, and to issue reminders only if the conditions for the execu-
tion of a task are met (e.g., prerequisite tasks have been completed and
resources are available). Intelligent task reminder services, implementing
the above requirements, would lower the load on prospective memory,
allowing users to concentrate on the task currently performed.

With respect to interrupted tasks, the goal-activation model, briefly
introduced in section 2.2.2.3, predicts that prospective memory failures
could be reduced ‘if operators were taught to react to an alert by search-
ing for a cue and associating it with the goal being suspended’ (Altmann
and Trafton 2002: 66). The authors also argue that the digital environ-
ment should provide those cues so that an association can be formed at
interruption time and priming can take place at resumption time.

In section 2.2.4.2 other factors affecting the effort associated with
prospective memory tasks were discussed. Some of these factors, such
as the emphasis on importance of the prospective memory tasks, cannot
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be controlled through system design. Others, however, may be. These
include high association between target and intended action, focal tar-
gets and single target. Under these conditions prospective memory tasks
may be achieved with higher levels of automaticity, therefore reducing
cognitive effort.

It seems likely that systems capable of providing semantically relevant
reminder messages highly associated with the reminded tasks will prove
effective in reducing users’ cognitive effort in the phases of intention ini-
tiation and intention execution. Further, integration of the target (i.e., the
reminder message) within the current task environment would make the
target focal, and could result in the improved performance of prospec-
tive memory tasks. Finally, the aggregation of all reminder messages in
a single system should promote automation since the user will be moni-
toring a single target area or object type. To our knowledge none of the
above hypotheses has been verified through the evaluation of interfaces
providing these types of services. Much work, however, has been done
in the evaluation of notification methodologies (see section 2.3.4), of
which reminders are a special case. It should be noted that in the design
and evaluation of notification systems the emphasis is often placed on
reducing the disturbance to the primary task whereas here we have been
concerned with techniques that optimize the retrieval of a prospective
memory task.

2.3.2 Retrospective memory failures

Retrospective memory failures occur when someone has difficulties
remembering previously acquired information (e.g., someone’s name,
a lecture studied, having met someone, having visited a place). Eldridge
proposes that retrospective memory problems can be classified into the
following seven categories: forgetting a person’s name, forgetting a word,
forgetting an item in a list, forgetting a past action or event, forget-
ting some aspect of past actions or events, forgetting where some object
(physical or electronic) was put or last seen and forgetting how to perform
some action or series of actions (Eldridge, Sellen and Bekerian 1992).
Several systems have been devised with the aim of reducing the negative
effects of retrospective memory failures or enhancing human memory
capacity (e.g., Mase, Sumi and Fels 2007). The ‘Forget-Me-Not’ system
(Lamming et al. 1994; Lamming and Flynn 1994), for example, has been
implemented in a PDA-like device and continuously collects data about
user activity (e.g., telephone calls, documents printed, people encoun-
tered, etc.), allowing the user to search information for specific events.
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For instance, one can retrieve the telephone number dialled while talking
to a colleague. Because associations of this type (i.e., not remembering a
telephone number but remembering that a call to that number was made
in a certain context) happen frequently, services such as those offered
by the ‘Forget-Me-Not’ system promise to be very useful to remedy ret-
rospective memory failures. iRemember (Vemuri and Bender 2004), a
‘wearable memory prosthesis’, captures audio – and face-to-face con-
versations in particular – along with the user’s location, calendar, email,
commonly visited websites and weather. This data is then indexed and
organized for searching and browsing so that retrieved data can act as
triggers for forgotten memories.

Issues related to retrospective memory failures have concerned
researchers for a long time and recur across the entire field of infor-
mation management (e.g., Freeman and Gelernter 2007; Karger 2007).

2.3.3 Task resumption failure: context restore

Because multi-tasking is the condition under which we often operate, we
regularly have to interrupt tasks and restart them at a later time. Mary
Czerwinski and her colleagues performed a diary study analysing the
effects of interruptions on task performance. They found that it is signif-
icantly more difficult to switch to tasks that require ‘returning to’ after an
interruption, and that returned-to tasks take generally longer than more
routine tasks and require ‘significantly more documents, on average, than
other tasks’ (Czerwinski, Horvitz and Wilhite 2004: 178–9). Mechanisms
for prospective memory support, such as the ones described in section
2.3.1, may be used to remind a user of the need to resume interrupted
tasks. Resuming a task, however, doesn’t only require remembering to
restart the task but also entails being able to re-establish the context of
that task (e.g., retrieving the documents necessary for the performance
of the task). To this end, retrospective memory support systems such
as those mentioned in the last section can be used to remind the user
about the context of resumed tasks – see Czerwinski and Horvitz 2002
and Franke, Daniels and McFarlane 2002 for a review from this per-
spective, and Franke, Daniels and McFarlane 2002 for an example of a
system implementation in the domain of military logistics tasks. However,
because we are considering tasks that are performed in digital environ-
ments, the system may do more than just remind the user about the task
context; it can actively save the context of interrupted tasks and restore
it on demand. We expect that services of this type would significantly
reduce cognitive load and minimize task resumption time.



40 Claudia Roda

Additionally, a complete rethinking of the metaphors used in inter-
face design could reduce the problems related to context restore. In the
current desktop interface, in order to complete a task – say, write a
report – the user is forced to fragment the task into subtasks (such
as using a word processor to write some text, collecting data from a
spreadsheet, going back to the spreadsheet to insert the data). This frag-
mentation could be avoided by shifting from an application-oriented to a
task-oriented approach to computer-based activities (Clauzel, Roda and
Stojanov 2006; Gonzalez and Mark 2004; Kaptelinin and Czerwinski
2007; Roda, Stojanov and Clauzel 2006). The definition of real-task
environments would also make it possible to evaluate their characteris-
tics automatically and control for task interference, for example along
the processing stages, perceptual modalities, visual channels and pro-
cessing codes dimensions suggested by Wickens (2002) and discussed in
section 2.2.2.1.

2.3.4 Disruption of primary task (distraction)

The type of breakdown situations discussed in the previous three sec-
tions all require directing the user’s attention to a new primary task or
to a related piece of information. This section analyses instead situa-
tions in which the objective of the system is not to help the user move
from one primary task to another, but rather to help the user maintain
awareness about secondary information whilst minimizing disruption of
the primary task. As discussed in section 2.2.1, if task-irrelevant infor-
mation is presented in a very conspicuous manner, bottom-up processes
may cause enough activation to override the primary task, causing atten-
tion capture and thereby interrupting the primary task. A significant
body of research reports on the negative effects of interruptions both
on the effectiveness and on the agreeableness of task performance (Bai-
ley, Konstan and Carlis 2001; Gillie and Broadbent 1989; Grundgeiger
and Sanderson 2009; Zijlstra et al. 1999). These effects are modu-
lated by several factors, including individual differences with respect to
responses to task interruptions and restoration, the characteristics of the
primary tasks, the characteristics of the interruption, and the context in
which the primary task and interruption take place (Czerwinski, Horvitz
and Wilhite 2004; Gievska, Lindeman and Sibert 2005; J. M. Hudson
et al. 2002; McFarlane and Latorella 2002; Oulasvirta and Salovaara
2004; Speier, Vessey and Valacich 2003). The negative effects of inter-
ruption have also been reported to be more severe on mobile devices
(Nagata 2003).
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The problem of presenting information in a way that enables aware-
ness but does not disrupt the primary task has been extensively stud-
ied within the notification systems literature. This literature covers several
application domains, including messaging systems (Cutrell, Czerwin-
ski and Horvitz 2001; Czerwinski, Cutrell and Horvitz 2000; Horvitz
et al. 2003), alerting in military operations (Obermayer and Nugent
2000), shared document annotation (Brush et al. 2001), ambient dis-
plays (Altosaar et al. 2006), healthcare (Grundgeiger and Sanderson
2009), social awareness in collaborative activities (Carroll et al. 2003),
end-user programming (Robertson et al. 2004), air traffic control (C.-
Y. Ho et al. 2004; Ratwani et al. 2008) and many others. Frameworks
for the evaluation of notification systems have been proposed in order
to compare approaches and capitalize on design knowledge (Chewar,
McCrickard and Sutcliffe 2004; McCrickard et al. 2003). McCrickard
and his colleagues (McCrickard et al. 2003) propose to measure the
effects of visual notification with respect to (1) users’ interruption caused
by the reallocation of attention from a primary task to a notification, (2)
users’ reaction to a specific secondary information cue while performing
a primary task, and (3) users’ comprehension of information presented in
secondary displays over a period of time. Through a set of experiments
evaluating notifications along the above parameters the authors were
able to establish the fitness of specific notification mechanisms given the
notification objective. For example, small-sized blast or fade-in-place ani-
mation were found to be best suited to goals of minimal attention reallo-
cation (low interruption), immediate response (high reaction) and small
knowledge gain (low comprehension) (see also McCrickard and Chewar
2003).

As this section discusses methodologies aimed at avoiding disruption
of the primary task, we are particularly concerned with low interruption
notifications. Ideally, in order to minimize disruption whilst ensuring that
relevant content is appropriately attended to, notification systems should
evaluate the relevance of the information to be delivered to the current
user’s context, and consequently select notification contents, timing and
modality. One area of investigation that, to our knowledge, has not been
explored is related to the evaluation of how different types of notification
mechanisms may be affected by cross-talk effects, i.e., how the content
of a notification message may interfere with the execution of the current
task.

2.3.4.1 Interruption relevance Although experimental results report that
notifications that are relevant to the user’s task are less disruptive than
irrelevant ones (Czerwinski, Cutrell and Horvitz 2000), the automatic
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evaluation of relevance is obviously not a trivial task because it requires
semantic knowledge about user activity and about the interruption con-
tent. In order to address this problem, Arroyo Acosta (2007) has pro-
posed to use semantic-knowledge-based systems which allow reasoning
about concepts related to the user’s goal and the interruption content.
Another promising approach to relevance evaluation is metadata col-
lection and analysis, as discussed by Schmitz et al. in chapter 8 of this
volume.

Relevance evaluation remains, however, a very open field of research.

2.3.4.2 Notification contents An obvious design question in notification
systems is how much should a notification say about the new task in order
to minimize interruption whilst maximizing reaction and comprehension?

We distinguish three types of notification system. The first type, pure
notification, is normally a fairly simple message providing a pointer to
newly available information or tasks to be performed. Common examples
include a ‘jumping’ icon pointing to newly available system updates, or
a fading small window informing users of the arrival of email messages.
The second type of notification system includes awareness mechanisms.
Differently from pure notification, awareness mechanisms provide the
information itself rather than a pointer to it. Examples include awareness
displays in distributed collaborative systems and stock-monitoring sys-
tems. Finally, a notification can take the form of a complete switch of context
(e.g., opening a new window with a new application). This last case can
be considered as a notification with no task cueing or, to use McFarlane
and Latorella’s terminology, with no annunciation signal (McFarlane and
Latorella 2002).

Appropriate content in pure notification mechanisms is necessary in
order to supply users with enough information about the interrupting
task so that they can make an informed decision on whether to redi-
rect attention (this is one of the requirements of what Woods terms
the pre-attentive reference (Woods 1995)). In other words, appropriate
cueing enables intentional dismissal and intentional integration (McFarlane
and Latorella 2002), which take place when the user is supplied with
enough information to decide whether and when to interrupt the pri-
mary task (intentional integration) or to continue on it, disregarding the
notification (intentional dismissal). A study in air traffic control environ-
ments (C.-Y. Ho et al. 2004) reports significant improvements in the
management of interruptions with a notification system that provides
users with information about the modality and timing of the prospective
task. One obviously important element in the selection of notification
content is ensuring that the message is informative enough whilst its
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comprehension can be accomplished with little disruption of the primary
task. There is a continuous trade-off between providing enough informa-
tion for intentional integration or dismissal and minimizing the chance
of disrupting the primary task – see, for example, the discussion in Sarter
2005. This problem has been analysed, with respect to textual infor-
mation, in the READY system. READY is a natural language interface
that dynamically adapts to the user’s time pressure and working-memory
limitations by appropriately bundling messages to the user. For example,
shorter messages are used if the user is under time pressure, longer ones
if the user is more available (Bohnenberger et al. 2002; Jameson et al.
1999).

Awareness mechanisms are similar to pure notification signals in that
they inform users about new information or pending tasks. However,
awareness mechanisms may provide the user with large amounts of
complex data because the core of the information is immediately made
available. In order to support the extraction of relevant content from
awareness displays, without disrupting performance of the primary task,
Somervell and his colleagues (Somervell et al. 2002) propose to use
peripheral visualization techniques. The authors argue that some visu-
alization techniques, which have been shown to improve performance
in situations of focused attention over large and/or complex amounts of
data, could be used as peripheral mechanisms that, used under divided
attention conditions, bring minimal disturbance to the primary task. In
this manner, the benefits, in terms of high information comprehension,
of visualization techniques can be integrated with the benefits, in terms
of low interruption, of pure notification mechanisms. The use of visual-
ization techniques to support users in situations of focused attention is
briefly discussed in section 2.3.5.

2.3.4.3 Timing of interruption Notification timing impacts significantly
on whether and how the interruption is perceived and on how much
disruption it will bring to the current task. McFarlane and Latorella
(2002: 5) propose four design solutions to schedule notifications:

immediate, negotiated, mediated, and scheduled. Interruptions can be delivered
at the soonest possible moment (immediate), or support can be given for the
person to explicitly control when they will handle the interruption (negotiation).
Another solution has an autonomous broker dynamically decide when best to
interrupt the user (mediated), or to always hold all interruptions and deliver
them at a prearranged time (scheduled)

and conclude that in most situations negotiation is the best choice:
see Franke, Daniels and McFarlane 2002 and C.-Y. Ho et al. 2004
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for examples of implementation of these strategies. The conclusions
drawn by McFarlane and Latorella are in line with the prediction of
the goal-activation model (see section 2.2.2.3) that the interval between
an alert and the interruption proper is a critical period: the model in fact
predicts that this time can be used to prepare to resume the interrupted
task (Altmann and Trafton 2002).

More recent work has considered finer-grained analysis of interruption
time, on the basis of either task knowledge or sensory input.

Task-knowledge-based timing relies on the analysis of the structure of
the task being performed. Bailey and his colleagues (Bailey et al. 2006;
Bailey and Konstan 2006; Iqbal et al. 2005) represent tasks as two-level
hierarchies composed of coarse events which are further split into fine
events, and demonstrate that interruptions are less disruptive when pre-
sented at coarse breakpoints, corresponding to the completion of coarse
events. Alternative task decompositions have also been proposed to select
interruption timing. Czerwinski and her colleagues, for example, iden-
tify three task phases (planning, execution and evaluation) and analyse
the different effects that interruptions have on these phases (Czerwinski,
Cutrell and Horvitz 2000).

Sensory-input-based timing relies on sensors’ input to detect user
activity and the best times for interruption. On the basis of the obser-
vation that human beings can very efficiently, and in the presence of a
very small number of cues, evaluate others’ interruptibility, Fogarty and
Hudson propose that interruptibility evaluation is attainable from sim-
ple sensors and that speech detectors are the most promising sensors
(Fogarty et al. 2005; S. E. Hudson et al. 2003). Chen and Vertegaal
(2004) use more sophisticated physiological cues (heart rate variability
(HRV) and electroencephalogram (EEG)) to distinguish between four
attentional states of the user: at rest, moving, thinking and busy. From
these, they derive the user’s interruptibility.

Finally, our research group has successfully explored the integration of
task knowledge and sensory input for the selection of the most appropri-
ate interruption time by combining knowledge of a detailed task structure
(Laukkanen, Roda and Molenaar 2007) with simple sensory input to
evaluate the strength of breakpoints for possible interruptions (Molenaar
and Roda 2008).

It should be noted that appropriate selection of interruption time is
particularly critical in wireless devices because the user may be car-
rying/wearing such devices in a wide variety of situations. J. Ho and
Intille (2005: 909) propose a context-aware mobile computing device
that ‘automatically detects postural and ambulatory activity transitions
in real time using wireless accelerometers. This device was used to
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experimentally measure the receptivity to interruptions delivered at activ-
ity transitions, relative to those delivered at random times’. The authors
conclude that messages are better received at times when the user is
transitioning between different physical activities.

2.3.4.4 Interruption modality Interruption modality is an important fac-
tor determining how disruptive an interruption will be with respect to the
primary task. In particular, multiple resource theories (see section 2.2.2)
predict that cross-modal interruption presentation should generate lower
disruption to the primary task. On the basis of this prediction, several
cross-modality notification mechanisms have been designed and evalu-
ated (Latorella 1998; Sarter 2006), reporting mixed results. The effects
of modality, in fact, appear difficult to separate from other intervening
effects.

It seems possible that the advantage obtained by certain notification
mechanisms is due to automatic processing of the notification whilst, in
other cases, it is due to a low interference between the primary task and
the task of attending to the notification. In the latter case a task switch
would intervene and therefore all costs involved in the task-switching
process would contribute to the cost of processing the interruption (see
section 2.2.2.3), including, in particular, the cost of returning to the pri-
mary task. As discussed in section 2.2.4.2, returning to the primary task
is facilitated if an associative link is maintained with the primary task.
In this situation, the advantages found in many experiments testing the
effects of cross-modality notification could be ascribed to the mainte-
nance of this link rather than to a multi-resource model (e.g., a spoken
notification in a visual primary task environment would maintain the
visibility of the primary task screen, thereby preserving the associative
link). Support for this hypothesis has been found in several small-scale
experiments (Field 1987; Ratwani et al. 2008).

2.3.5 Missing important events and information

Section 2.2.3.3 presents results showing that in certain situations an
observer may miss very salient information. These events become
increasingly common as our cognitive system is placed under greater
strain due to larger or more complex perceptual input and/or increased
task demands. Visualization techniques have been developed to address
the needs of users working under these conditions. Results of the studies
of pre-attentive and automatic processing (see section 2.2.3) supply a
basis for providing information in a format that can be acquired by the
user with minimal effort. Significant results have recently been achieved
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in addressing the question of how information can be presented so that
the important elements stand out (Ware 2000), and the knowledge of
specific psycho-physiological visual effects has significantly guided vision
research. Healey and his colleagues (Healey, Booth and Enns 1996),
for example, have shown that the use of pre-attentive features (hue and
orientation) can support the discrimination of important information
in the context of numerical estimation. Importantly, they highlight the
fact that the use of features (especially for the representation of multi-
dimensional data) should be guided by the rule of avoidance of feature
interference. The authors have later extended their original work to anal-
yse texture and colour. They show that colour discrimination is related
to colour distance, linear separation and colour category, while texture
is mainly discriminated by size and density (Healey and Enns 1999).
Another feature used to support fast detection of visual stimuli is motion.
Bartram and her colleagues (Bartram, Ware and Calvert 2003) show that
icons with simple motions provide an effective notification mechanism
which, especially in the periphery, is detected more easily than when the
user is guided by colour and shape. Motion is reported as being effective
in both the near and the far field of vision, further even small linear oscil-
lation appears to be sufficient for discrimination and not to interfere with
colour and shape coding (for a further discussion of peripheral displays
supporting notification which also relates to the influence of time pres-
sure, information density and secondary tasks, see Somervell et al. 2002).
More recent research of perception in visualization has explored the pos-
sibilities opened up by the use of 3D displays. Kooi, in chapter 10 of this
volume, demonstrates how, through the use of an extra real depth layer,
it is possible to declutter the screen so that more information can be dis-
played whilst maintaining performance. A different approach is taken by
Spence (2002), who proposes that scanning through a large amount of,
possibly not organized, information can be made more efficient through
Rapid Serial Visual Presentation which exploits the user’s ability to rec-
ognize very quickly (in the range of 100 ms) whether some information is
relevant.

Purely perceptual approaches to visualization, however, may not always
be sufficient because, as discussed in section 2.2.3.3, what we see or do
not see, as well as what is salient and to what degree, is dependent not
only on properties of the external world, but also on our own internal
state and objectives; and in particular on how we allocate attention. As a
consequence, some authors move to what we call an adaptive visualization
approach in which perceptual knowledge is integrated with knowledge
related to the user’s current interest, goals or focus of attention. Adaptive
visualization is characterized by both the choice of perceptual techniques
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used for interaction and the method used to evaluate users’ cognitive
state. One method that has been extensively researched and applied is
the use of users’ gaze information as an indicator of users’ attention
allocation. This method is further discussed by Räihä, Hyrskykari and
Majaranta in chapter 7 of this volume and a survey based on evaluation
studies can be found in Toet 2006. A different method for the evaluation
of the user’s state is taken by Furnas (1999), who proposes to use a
degree of interest function to evaluate which portion of the structure to
be displayed is most likely to be of interest to the user. The degree of
interest evaluation is applied to fisheye techniques for the display of a
tree structure so that the degree of interest function aims at assigning
an interest value to the tree nodes. Similar approaches include Card and
Nation 2002 and Lamping and Rao 1994.

One could see search engines and ranking tools as an extreme exam-
ple of adaptive visualization where the perceptual technique is extremely
simple (just display relevant elements in order) and the degree of interest
function is very complex and corresponds to the search algorithm. Search
algorithms, however, do not take into account the past and current states
of attention of the user. This could be achieved through the use of atten-
tion metadata as proposed by Schmitz and colleagues in chapter 8 of this
volume.

In addition to the use of visualization techniques, the problem of users
missing important events and information can be addressed due to the
knowledge of cognitive effects such as change blindness. For example,
particularly important changes that may be missed by the user can be
made more obvious to the user through cues appearing in the focus area.
To our knowledge, this technique has never been experimented with.

Pure visualization approaches are sometimes integrated with
approaches relying on proactive system behaviour so that, rather than
trying to attract the attention of a busy user to important events, these
events are automatically treated by the system. Bosse and his colleagues
(Bosse, van Maanen and Treur 2006), for example, propose a system
capable of recognizing if the user is not attending to an important visual
event (a track on screen representing a hostile aircraft), in which case the
system takes over the task.

2.3.6 Habituation-related failures

There are two important aspects of automaticity as described in sec-
tion 2.2.3 that should be considered in system design. First, automatic
actions can be executed in the absence of attention and therefore with-
out interfering with other tasks. Second, automatic actions are obligatory



48 Claudia Roda

and therefore require an act of explicit control to be suppressed. These
two observations reveal that whilst automaticity may enable the design
of interfaces that, once learned, will place very little demand on cog-
nitive processes, they will also engender situations in which actions are
performed without awareness, and thus regardless of whether they are
correct or not. Raskin (2000) notes, for example, that requiring a con-
firmation on file close is ineffective if the user always has to perform the
same action to confirm. Assume that after a file close command a window
appears in which one has to press the return key to confirm; because, in
the great majority of cases, one would press the return key to confirm, the
sequence file close followed by press return will become a habitual action and
it will be executed also in the rare cases when the confirmation shouldn’t
have been given. The consequence is that ‘any confirmation step that elic-
its any fixed response soon becomes useless’ (Raskin 2000: 22). On the
other hand, if the interface is appropriately designed its use may become
automatic, with all the advantages of automatic performance discussed
earlier in this chapter.

In section 2.2.3.2 we saw that learned automaticity does not transfer
well; this implies that habituation is better achieved in interfaces that,
given a sequence of commands, always produce the same behaviour. This
constraint may interfere with designs that strive dynamically to adapt the
interface to the user’s need, or simply to the context of the operation.
To address the latter case, Raskin proposes that operation through modes
should be replaced by operation through quasi-modes. Modes are contexts
in which a user action may result in different behaviours of the system.
A simple example is the different behaviour the system has when typing,
depending on whether the Caps Lock key is engaged. The Caps Lock
key defines two modes of operation of the system. The problem of modes
is that users may perform actions without being aware of the mode they
are in and therefore trigger unexpected system behaviours (unawareness
of the Caps Lock mode, for example, may hinder the work of even the
most experienced typist). Raskin argues that quasi-modes, such as the
holding of the Shift key while typing, integrate the operational context in
the gesture required for the user to perform the action. In this manner the
interface can operate in a context-dependent manner whilst the user can
acquire action automaticity: see Raskin (2000: chapter 3) for a thorough
discussion.

2.4 Other relevant research areas

Although this chapter covers a wide variety of aspects of attention,
some other aspects are, at least potentially, relevant to the design of
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attention-aware systems. The first of these is the relation between atten-
tion and emotion. Studies in this area analyse the effects of emotional
stimuli depending on their valence, including reactions to happy/sad,
fearful/safe and generally positive/negative stimuli. Emotional valence
appears to be evaluated both at perceptual and at semantic level; it there-
fore influences reaction to stimuli at all levels of processing (see Compton
2003 for a review, and Lavie 2005, Lim, Padmala and Pessoa 2008 and
Pêcher, Lemercier and Cellier 2009 for examples of relevant more recent
work). Interfaces that strive to manage emotional aspects include those
based on animated agents. Chapter 6 of this book discusses the impact
of one such interface on the support of attention allocation.

Second, findings in the area of social attention could improve our
understanding of the constraints and motivations guiding attention allo-
cation. Two aspects are particularly relevant. On the one hand there is the
research covered in the field of joint attention (Eilan et al. 2005; Frischen,
Bayliss and Tipper 2007; Moore and Dunham 1995), which is at the
heart of communication and collaboration. On the other hand, there is
the research covered in the field of collective attention, which addresses
questions such as: How do communities of people allocate attention to a
given item? What processes underlie collective attention? How can these
processes be supported? Some of these aspects are treated in Huberman
2008 and in chapters 8 and 12 of this book.

Finally, several studies have addressed the question of how attention
allocation may vary amongst individuals; this research goes under the
name of individual differences. In particular, age and gender appear to
be significant factors (Engle, Kane and Tuholski 1999; Frischen, Bayliss
and Tipper 2007; Lavie 2005). It is conceivable that interfaces capable of
adapting to these individual differences may provide for a better attention
support.

2.5 Conclusions

Many years of studies in cognitive psychology and, more recently, in neu-
roscience have built a body of knowledge about the central role of atten-
tion in human physical and mental activity. Although theories concerning
various aspects of attention are sometimes scattered and controversial,
many results are very relevant to the design of attention-aware systems.
In this chapter we have discussed how such results help us design systems
that address the problem of attentional breakdowns. For example, research
in the area of divided attention indicates that the time span between a
notification and the actual task switch, together with the associative cues
provided by the system in this period, have a significant impact on task
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resumption; research in perception and automatic processes has provided
guidelines for the design of efficient visualization mechanisms; multiple
resources theories provide a path to minimize task interference in multi-
tasking environments; and there are many other such results.

Whilst some of these results are directly applicable to system design,
many others require further research in order to evaluate their effects in
real-world environments where the number of perceptual stimuli and the
cognitive state of the user cannot be controlled as they are in laboratory
settings.
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